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On the basis of a great number of foreign and Soviet studies and monographs, an analysis is given of the fundamental patterns of cell activity.

The author develops the protein theory of cell injuries and excitation, analyzes the membrane theory and outlines the sorption theory of cell permeability and bioelectric phenomena.

Particular attention is given to the theory of gradual excitation, in which the causes of and conditions for transformation of local bioelectric potentials into spreading potentials are considered. The work also deals with the problem of excitability of nerve and muscle fibers.

The book is intended for biologists and medical research workers (cytologists, physiologists, biochemists, pathophysiologists, toxicologists, pharmacologists, etc.).
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Dmitrii Nikolaeевич Насонов (Short Biography)

Dmitrii Nikolaeевич Насонов was born in Warsaw on 10 July 1895, the son of Nikolai Viktorovich Nasonov, a zoology professor who later became an Academician. In 1912 he completed his secondary school studies in Petersburg and entered the Faculty of Physics and Mathematics at the Petersburg University, where in 1919 he took his degree in Natural Sciences. During his student years Насонов, under the guidance of the well-known histologist A.S. Dogel, completed his first scientific work "Cytological Studies of Plant Cells", for which he was awarded a golden medal.

After completing his university studies, he worked as assistant and, from 1929, as lecturer in the Department of Histology. During this period he completed a number of original studies on the structure and function of the Golgi apparatus. He showed that the Golgi apparatus plays an important role in the secretory activity of the cell, and that certain substances which enter the cell from without, accumulate in the region of the reticular apparatus. The works of Насонов on the Golgi apparatus were classics of their kind, and his name became widely known in international scientific circles.

In 1926 D.N. Насонов was granted a Rockefeller scholarship which enabled him to visit Columbia University (New York) where he worked for one year in the laboratory of the well-known cytologist E.B. Wilson.

From the very beginning of his research activity Насонов showed a deep interest in the study of the cell physiology. In the early 30's, he directed his investigations to reactions of living cells to external influences.

In 1932, at the invitation of A.A. Zavarzin, he became the director of the Cytological Laboratory of the Department of General and Comparative Morphology of the All-Union Institute of Experimental Medicine. Somewhat later, he was invited by A.A. Ухтомский to head the Laboratory of Cell Physiology in the Physiological Institute of the Leningrad University.

* [Tsitologicheskie issledovaniya nad rastitel'nymi kletkami]
In 1935, D. N. Nasonov was awarded the academic degree of Doctor of Biological Sciences, and the title of Professor.

This period of his life was scientifically very productive. The team headed by him successfully worked out important problems of cell physiology; they formulated the "protein theory" of cellular damage and excitation, indicating the leading role of protein in cell physiology. It was established that as a result of various influences on the cell, nonspecific or specific changes termed "paranecrosis" occur in the protoplasm. The basis of this reaction was a change in cell proteins, similar to the initial phases of protein denaturation. At the same time, a quantitative method was elaborated for the determination of the functional state of different tissues by the binding property of protoplasm for vital stains, a method which found wide use in biology and medicine. All these works were compiled in the monograph by D. N. Nasonov and V. Ya. Aleksandrov (Reaktsiya zhivogo veshchestva na vnesnie vozdeistviya - The Reaction of the Living Organism to External Influences, 1940) which was awarded a Stalin prize.

The study of cell reaction to external stimuli led to the revision of well-established concepts in general physiology, such as the membrane theory of permeability and the membrane theory of bioelectric potentials. Nasonov and his team provided an experimental basis for a new approach to these phenomena, whereby the leading role was ascribed not to the semipermeable membranes, but to the cytoplasmic proteins (the phase theory of permeability and bioelectric potentials).

D. N. Nasonov combined intensive experimental work with wide teaching activity. In the early 30's, he established an original lecture course on cell physiology, which he read at the Leningrad University until the last year of his life, and which invariably drew the attention of students and specialists.

In July 1941, when the German armies approached Leningrad, Nasonov, then a known scientist, volunteered for the Red Army. For his participation in the battles of Leningrad, he was awarded the medal "For Combat Achievements". In the summer of 1942 Nasonov was wounded, and after recovery he was discharged.

In 1943-1944, D. N. Nasonov occupied the Chair of Histology at the Moscow University. In 1943 he was elected Member-Correspondent of the Academy of Sciences of the U.S.S.R. and in 1945 he was elected to active membership of the Academy of Sciences of the U.S.S.R.

Upon his return to Leningrad in 1944, D. N. Nasonov headed the Department of General and Comparative Physiology at the Leningrad University, and continued as director of the laboratory at the Institute of Experimental Medicine. From 1945, after the death of A. A. Zavaronz, he became director of the Section of General Morphology.

In the postwar period the scientific creativeness of Nasonov was especially intensive. He continued to study the substantial changes in protoplasm in response to various influences, since it had been shown that the normal activity of nervous, muscular, glandular, and other tissues is also accompanied by paranecrotic changes. However, it has been established that paranecrosis and parabiosis, as described by N. E. Vvedenskii, are the organic and functional aspects, respectively, of reactions of living creatures to external influences.

The vast material accumulated by the team headed by Nasonov contained convincing evidence of a quantitative relationship between the
magnitude of the response reaction of the cell and the strength of the stimulus acting on it. These facts were developed in the theory of gradual excitation, on which D.N. Nasonov worked during the last decade of his life.

This theory established the identical properties of local and spreading excitation. The basic forms of nervous activity and their development during changes in the functional state of conducting tissue are explained by this theory.

In addition to the theory of gradual excitation, Nasonov in his last years solved a number of other general physiological problems connected with the laws of electrical stimulation of tissue, and the effect of temperature on excitability, etc. His postwar works were summed up in a new monograph: Mestnaya reaktsiya protoplazmy i rasprostranyayushchesya vozbuzycheni (The Local Reaction of Protoplasm and Spreading Excitation, 1957).

D.N. Nasonov was a great Soviet scientist, the founder of a new progressive trend in cytology and physiology, a talented teacher who trained a large team of specialists in cytophysiology. He was always a tireless worker. From his student years and until the last days of his life, he devoted daily a great deal of time and energy to experimental studies.

Dmitrii Nikolaevich was a militant scientist, who participated in numerous discussions in a spirit of high scientific principles and patriotism. He always defended the progressive materialistic trend in Soviet biology. His scientific and teaching activities were always combined with extensive social and organizational work. From 1939 to 1950, he was a Deputy of the Vasil'evskii Island Regional Soviet of the Workers' Deputies. He was Dean of the Faculty of Biology at Leningrad University (1940 and 1941) and Director of the Institute of Experimental Medicine of the Academy of Medical Sciences of the U.S.S.R. (1948-1950).

In 1957, the Presidium of the Academy of Sciences of the U.S.S.R. entrusted him with the organization of a new institute, the Institute of Cytology, modeled on the Laboratory of Cytology of the Zoological Institute of the Academy of Sciences of the U.S.S.R. in Leningrad, which was headed by Nasonov from 1955. He planned the structure of the Institute, chose a highly qualified staff, and planned its scientific projects. In March 1957, the Institute of Cytology began to function under his direction. Dmitrii Nikolaevich Nasonov suddenly passed away on 21 December 1957, at the height of his career.

A.S. Troshin.
This book contains further developments on the ideas presented in the monograph "Reaction of the Living Organism to External Influences", (Nasonov and Aleksandrov, 1940). In this monograph, our conclusions were based mainly on microscopic observations made by our co-workers, by other investigators, and by us. These conclusions were that in the protoplasm of various cellular elements, a complex process of similar reversible changes occurs at the site of stimulation as a result of various external factors. This complex process was named "paranecrosis".

A detailed study of this nonspecific reaction led us to the conclusion that it is brought about by reversible changes in the protoplasmic proteins, similar in nature to denaturation of proteins in vitro.

At that time we tended to treat cellular paranecrotic changes mainly as reversible injuries, and we therefore gave the book the subtitle "The Denaturation Theory of Damage and Excitation". However, in one of the last chapters we expressed the opinion that the reversible protein reaction is most probably the result not only of reversible injury to the protoplasm, but also of its physiological excitation. We wrote: "At present, we cannot indicate convincingly enough the natural relationships between the appearance and conduction of nerve excitation, and appearance and irradiation of the primitive paranecrotic reaction of the cell to external influences. Nevertheless, a number of data forecast that further work in this direction will force us to realize the close association of these phenomena" (Nasonov and Aleksandrov, 1940, p. 204).

In the postwar years, the work of our team was mainly directed towards the confirmation of this assumption, and the present book is an attempt to sum up these investigations.


D. Nasonov

Leningrad, December 1956.
Chapter 1. Reaction of Living Protoplasm to External Influences

Paranecrosis

Any living cell, be it a unicellular organism or a part of a multicellular structure, is in constant interaction with the external environment. If environmental factors (temperature, radiation, chemical composition, mechanical effect, barometric pressure, etc.) for any reason rapidly change their intensity, exceeding the limits of physiological norm for the given cell, then characteristic reversible changes occur in the cell protoplasm. These may be detected by different physiological or biochemical methods, or by observation of the living substrate under the microscope.

Such environmental changes to which the living organism reacts we shall arbitrarily call stimulants. The ability of the living substrate to react to the stimulants by a certain complex of changes we shall call excitability.

The reversible complex of changes observed at the site of action of the stimulant is sometimes given the general term "local change" or "local reaction". N.E. Vvedenskii, who studied these changes in detail, called them "local stable excitation", or "parabiosis". These terms often led to disputes and misunderstanding, and therefore their use requires justification. In this connection, at the beginning of this treatise, we shall use the less defined term "local reaction" and, subsequently, after giving the necessary factual data, we shall establish a basis for the term "local excitation".

In the present book, in order to avoid repetition, we shall state only the basic assumptions connected with this problem and we shall consider in detail only those studies carried out after our monograph was published.

The action of the following agents on living cells was studied and reviewed from data in the literature: increased temperature (Nasonov, 1932a; Braun and Ivanov, 1933; Aizenberg, 1934; Meshcherskaya, 1935); mechanical influences (Raevskaya, 1948); radiant energy (Aleksandrov, 1934); hydrostatic pressure, the cathode and anode of electric current (Kamnev, 1941, 1948a, 1948b, 1948c, 1949); substances acting at the cell surface—narcotics (Makarov, 1934, 1935, 1936a, 1936b, 1938; Nasonov and Aleksandrov, 1937; Raevskaya and Troshin, 1937; Suzdal'skaya, 1948a)—acids (Nasonov, 1932a; Braun and Ivanov, 1933)—alkalis (Braun and Ivanov, 1933; Nasonov and Aleksandrov, 1934); excess and deficiency of neutral salts—hypertonicity and hypotonicity (Braun and Ivanov, 1933; Kamnev, 1934a, 1934b, 1936; Meshcherskaya, 1935; Nasonov and Aleksandrov, 1937; Raevskaya and Troshin, 1937); salts of heavy metals,
oxygen deficiency (Nasonov, 1930; Aleksandrov, 1932, Braun and Ivanov, 1933; Makarov, 1934; Meshcherskaya, 1935, 1939, Trifonova, 1935, and others*).

Recently we have observed and investigated the direct effect of sonic waves on living protoplasm. In the laboratory of Ginetsinskii a most interesting study has been performed on the effect of acclimatization of mice to oxygen deficiency, by vital staining of their muscles (Barbasheva and Ginetsinskii, 1958). This effect was studied in epithelial, nerve, muscle, connective tissue, and gonadal cells of vertebrate animals; in nerve and other cellular elements of worms, echinoderms, coelenterates, molluscs, crustaceans, insects, and other invertebrates, and also in representatives of protozoa and in certain cells of plant organisms.

First of all our attention is drawn to the fact that the most varied physical and chemical stimulants, sometimes utterly different in nature, cause the same complex of changes when they react singly on the cell. Therefore, the local response reaction of the protoplasm may be called a nonspecific reaction.

What are the changes appearing in the "stimulated" protoplasm? It is apparent from many studies that one of the main effects is a decrease in the degree of dispersion of colloids present in the cytoplasm and nucleus. This fact is best detected in a dark field, where, in response to stimulation, all of the protoplasm first acquires a pale-blue glow, with subsequent appearance of bright white structures. On investigation with an ordinary microscope illuminated by transmitted light, the decrease in the degree of dispersion of protoplasmic colloid is manifested in the appearance of turbidity, and in the detection of visible structures in the cell. This is especially noticeable in the nuclei, which in normal cells (in the majority of cases), may be detected only with difficulty by the light contour surrounding them. The remaining part of the nucleus is more often than not structureless, and as many observers say, "optically empty". Following the action of any stimulant, structures which were not previously visible sometimes appear in it even earlier than in the protoplasm. The nuclear framework and chromatin particles become visible, and the nucleus acquires the appearance familiar from fixed preparations.

Another general feature characterizing "stimulated" protoplasm is the change in its viscosity, which may increase to a great extent under the influence of various agents. The change in viscosity is often biphasic: at the beginning, after the action of small doses of stimulant, viscosity may decrease, and only increase when stimulation increases.

The third nonspecific and unusually characteristic change in "stimulated" protoplasm is its increased ability to bind vital stains. As is well known, living cytoplasm and nuclei, under normal conditions, cannot be stained by acid dyes or basic dyes. The dye entering the cell usually concentrates in the form of newly formed granules or vacuoles, separate from the cytoplasm. The nucleus of a normal cell does not as a rule absorb vital stains**. However, this picture changes drastically as soon as

* For the complete list of papers on this problem, published before 1940, see Nasonov and Aleksandrov (1940). Here only the more important papers published by our team are given.

** Nuclei (macronuclei) of parasitic infusoria present in the alimentary tract of certain organisms are exceptions (Nasonov, 1932b).
the cell is subjected to a sufficiently strong stimulus. The ability of the cell to deposit the dye in the form of granules starts to decrease and finally is altogether lost.

At the same time the cytoplasm, and especially the nucleus, which were colorless in the normal cell, begin to absorb the dye to a greater extent. Characteristically the newly appearing structures in the nucleus stain most strongly, first the chromatin granules and later the membrane of the nucleus and nucleolus. The picture seen under the microscope closely resembles a fixed and stained histological preparation (Figure 1).

Such a preparation, therefore, should be considered as a picture of cells stimulated to the limit.

Among other nonspecific changes occurring in the stimulated cell are two of a more biochemical nature. Firstly, the well-known acid shift in the reaction of the cytoplasm and nucleus. Secondly, release and exit from the stimulated cells of various substances, for example potassium and phosphate ions, creatine, and some pigments. Simultaneously sodium and chlorine enter the cell. Release of electrolytes causes electronegativity on the surface of the cells.

The fact that above-mentioned features of "excited" protoplasm are all reversible in the initial phase is highly characteristic and important. Cessation of the stimulus causes an increase in colloid dispersion, which leads to the disappearance of the visible structures, and glowing in a dark field. The viscosity of protoplasm returns to normal. The increased ability of the living substrate to bind the dye disappears. The dye is released and passes into the surrounding solution, while the cytoplasm and the nucleus again become colorless. The potassium and phosphate ions that have left the cell are again absorbed and fixed by the protoplasm.

If the action of the stimulant is too prolonged, or if its intensity is too great, the changes in the protoplasm become irreversible and the cell dies. A large dose of any of the known stimulants causes death of the protoplasm. In this sense, any "excited" condition of the protoplasm may be considered as a stage leading to death. That is why in studying the changes induced in protoplasm by external factors, we suggested the term "paranecrosis", i.e., a condition near to death, but still reversible. We used the term paranecrosis as opposed to "necrosis", which designates an already irreversible state of dying.

Vvedenskii (1901) suggested the term "parabiosis" to designate reversible, functional changes of the nerve in the area of application of various stimulants. This condition was characterized by a complex of nonspecific, reversible changes in excitability and conductivity of nerve fibers. He suggested that parabiosis may also occur in other tissues following the action of various stimulants on them.

Thus, if parabiosis means the sum of physiological or functional changes occurring in different cells in the region of the stimulants, paranecrosis should designate the sum of the changes in the living substrate itself and at their site of application. In our opinion parabiosis and paranecrosis are but different aspects of the local reaction of the living system.

* There are indications of a biphasic change in the ability of the cell to deposit dye granules following the action of stimulants. In a weak dose the stimulant sometimes enhances granule formation; on increasing the dose, the latter invariably ceases (Nasonov and Aleksandrov, 1940).
to environmental changes, and an outward manifestation of one of the basic properties of living matter—excitability.

It has already been mentioned that the nonspecificity of the local reaction is characteristic in that the same complex of changes appears in the cell following the action of the most varied stimulants. However, this statement is not absolute. Following the action of various stimulants there is undoubtedly a similar response, but distinguishing details still remain. For example, the most reversible type of paranecrosis is caused by narcotics; closest to it is paranecrosis due to temperature. The least reversible is that caused by ultraviolet and ionizing radiation.

FIGURE 1. Epithelium of frog cornea. Stained with neutral red. Magnified 1260 times. (Photomicrograph by Kamnev)

a—normal; showing granules of neutral red, the nuclei are invisible and unstained; b—effect of dilute Ringer solution; stained nuclei are seen.

Thermal, electrical (cathode), and mechanical stimulants cause the appearance of paranecrosis immediately on application to the cells. In such cases it may be concluded that the changes occurred primarily due to the
stimulant. In other cases, a certain latent period may exist between the action of the agent and the appearance of paraneerosis, which may last many days. The latter is, for instance, characteristic of the radiation factor. It is obvious that in this case some other changes occur primarily, and paraneiosis is an aftereffect.

This also applies to agents directly interfering with metabolism. Thus, anoxia quickly causes paraneiosis (Nasonov, 1930; Aleksandrov, 1932; Makarov, 1934), the latter being a secondary change obviously due to a disturbance of normal metabolism.

Denaturation Theory of Excitation

The concept of paraneiosis enables many response reactions of the living substrate to be classified under the one heading "excitability", and endows this term with a concrete meaning. This implies that in all cases the various stimulants cause biologically and physico-chemically similar reactions.

What are these reactions?

In our monograph (1940) we analyzed our own data in detail, as well as data from the literature, and came to the conclusion that reversible changes in protoplasmonic proteins, which are similar to the initial phases of denaturation of native proteins, form the basis for the paraneecrotic reaction. It is not necessary to repeat in detail all the evidence in support of this assumption, and those interested are referred to the monograph and to the more recent paper by V. Ya. Aleksandrov (1947). The main arguments are as follows:

1. The vast majority of proteins in living protoplasm can be denatured. It is natural therefore to expect that living protoplasm, as a whole, also possesses this property.

2. The external features of denaturation of proteins produced by the cell are very similar to changes observed in protoplasm during paraneiosis. These are firstly loss of protein solubility, with a decrease in its dispersion and with resultant coagulation; secondly, increase in viscosity of denatured proteins; thirdly, as in paraneiosis and in denaturation, a shift of the reaction in the acidic direction; fourthly, an increased ability of the protein to bind acid and basic dyes. This property was not known in the earlier literature, and was observed by us during our investigation of the increase in sorption properties of living protoplasm after excitation (Aleksandrov and Nasonov, 1939).

The latter aspect of both paraneiosis and denaturation is, in our opinion, important. Firstly, on this basis we could elaborate a method to estimate quantitatively the action of the stimulant on the tissue. Secondly, because a closer study of this phenomenon, as will be seen later, illustrates the processes occurring in living protoplasm after excitation. Therefore, the increase in sorption properties of living protoplasm and native proteins when acted upon by different agents will be discussed in detail in the following chapter.

3. It is important to note that agents causing denaturation of proteins are, at the same time, protoplasmonic stimulants. Such stimulants include: a—increase in temperature; b—mechanical action (shaking or grinding in the dry state); c—radiant energy (ultraviolet and X-rays); d—audible sound;
e—increase in hydrostatic pressure; f—substances acting on the surface of cells; g—hyperacidity; h—changes in the ionic composition of the medium, etc.

4. The nonspecificity of the reaction has already been discussed. In regard to denaturation, agents of varied composition likewise cause a similar (i.e., nonspecific) change in protein. The proteins of the living cell are unique in their unified response to such varied stimulants. But at the same time, the nonspecificity of denaturation should not be regarded as absolute. Besides the common features of denaturation, certain differences may be found to be characteristic of the given stimulants.

5. Substances protecting proteins against denaturation also prevent the onset of paraneerosis; for example, sugars, polyhydric alcohols (glycerol, mannitol, etc.), neutral salts, and others.

6. Dehydration and drying increase the stability not only of living protoplasm, but also of native proteins in vitro.

7. A very important argument in favor of the similarity between denaturation and paraneerosis is the fact that particular properties, characteristic of a certain type of denaturation, are also characteristic of paraneerosis due to the same agent. For example, the same high temperature coefficient causes heat denaturation of proteins as well as thermal paraneerosis. In denaturation of proteins due to ultraviolet rays, x-rays, radium, a latent period and aftereffect are characteristic. The same latent period and aftereffect are also seen following the action of radiant energy on protoplasm.

A number of other common features in the local reaction of protoplasm to stimulants, and in denaturation of native proteins in vitro, will be discussed in different chapters of this book.

There are two objections to combining these two phenomena, i.e., that denaturation of proteins is an irreversible process, and that the physiological reaction of living protoplasm to excitation is in principle a reversible process.

In our monograph (Nasonov and Aleksandrov, 1940), extensive data from the literature show that heterodromous reversibility of denaturation is possible. In many cases, proteins denatured by different means may revert to normal after comparatively simple treatment (for example, by a slight increase in pH). It appears that as long as the cell is alive and maintains its characteristic metabolism, it may "repair" the denaturation damage due to excitation. However, if the excitation is too strong and the normal metabolic mechanism is damaged, repair is impossible and the cell, or a part of the protoplasm, dies.

Also, there are indications that, in many cases, denaturation of proteins is reversible even homodromously, i.e., removal of the stimulus is sufficient to return the protein to its initial state. Thus, according to Anson and Mirsky (1934), trypsin, inactivated and made almost insoluble by thermal denaturation, spontaneously returns to the soluble form after cooling, with restoration of enzymatic properties.

Such homodromous reversibility was detected by Kunitz (1948), in relation to a trypsin inhibitor present in soil. After being heated to a high temperature, this protein becomes more insoluble, more accessible to digestion by pepsin, and loses its ability to combine specifically with trypsin. By merely cooling the solution of denatured protein, the latter returns spontaneously to its native state, in no way different from the initial
substance. Urea causes homodromous reversibility of many proteins. Dialysis of the urea from solution is sufficient to make the protein revert to its native state. The same homodromous denaturation is caused by sodium salicylate acting on hemoglobin (Belitsér, 1950), etc. There is reason to assume that in the very early stages, any denaturation is homodromously reversible.

All these data force us to refute categorically any objections to the denaturation theory of excitation, which are based on the statement that any denaturation is in principle irreversible.

Another objection was that the strength or intensity of the effect, of a stimulant, in optimum dosage to produce excitation of protoplasm, is so much less than the intensity of the effect necessary for minimum denaturation of proteins in vitro, that these two phenomena are incomparable.

In our book, the inconsistency of this objection, too, is pointed out. The point is that the majority of native proteins (a favorite material for biochemists) are quite stable. They may exist for a long time at room temperature, and in most cases originate not from cell protoplasm, but from either the basic substance of the connective tissue (plasma), or from cell secretions (egg protein). Also in this group are proteins such as serum albumin or serum globulin, egg albumin or egg globulin. For these proteins, the temperature of denaturation (55-60°C) is considerably higher than the temperature "stimulating" living cells (35-40°C). However, the denaturation temperature for a cellular protein like myosin coincides with the "stimulating" temperature of the muscle from which it was obtained. Thus, Mirsky (1938) showed that gradual heating of the sartorius muscle of the frog caused it to contract suddenly at 38°C. In his opinion, this contraction was entirely physiological, since it was freely reversible, and should be considered as a physiological response reaction of the muscle to thermal stimulation. At exactly this temperature the manifestations of paranecrosis appear (see below). Mirsky further showed that myosin from frog muscle heated to 38°C did not undergo sharp external changes but if the temperature was kept at 30°C for several minutes, almost all of the myosin became insoluble.

It is interesting to note that in rabbits, heat contraction of muscles starts only at 45°C. Likewise, the first signs of denaturation of the extracted myosin also occur around 45°C*.

From the above example it will be seen that if certain precautions are taken, protoplasmic proteins may be subjected to a denaturation temperature very close to that causing excitation of the cell and paranecrosis.

The second argument (based on the idea that the threshold value for stimulant doses and the threshold value for doses necessary for denaturation of native proteins in vitro are quantitatively not comparable) can also be rejected on the basis of the above data.

* Komkovaya and Ushakov (1955), and Ushakov (1956), succeeded in showing that the heat resistance of certain tissues is determined by the heat resistance of their proteins.
Chapter 2. Quantitative Evaluation of the Degree of Alteration of Cells by the Action of Stimuli

Increase in Sorption Capacity of Native Proteins Due to the Influence of Denaturing Agents

In the previous chapter it was stated that one of the most characteristic features of paraneerosis was the increased capacity of living protoplasm and the nucleus to bind vital stains. On the basis of a number of facts it was concluded that denaturation of cell proteins was the foundation of paraneerosis. However, in the biochemical literature, there were no indications that the sorption capacities of native proteins increased on denaturation. In order to test this assumption, Aleksandrov and Nasonov (1939) performed a series of experiments with native proteins.

Serum was placed in collodion sacs which retained the proteins. The sacs were submerged in solutions of dyes (in Ringer's solution). After diffusion, equilibrium was established in each case between the sac contents and the surrounding solution of the dye and the solution was poured from the sac into a test tube. The dye was extracted by acidified alcohol and determined colorimetrically. In this manner, the amount of dye bound by a unit of dry weight of protein was determined.

![Figure 2](image.png)

**Figure 2.** Binding of vital stains by horse serum proteins previously subjected to half-hour treatment at different temperatures (from Aleksandrov and Nasonov, 1939)

1—methylene blue (basic dye); 2—cyanol (acid dye).

Figure 2 illustrates the binding of methylene blue (0.001%) by horse serum proteins previously subjected to half-hour treatment at different temperatures. Heat denaturation at 54°C led to an increase in sorption of the
dye by 40%*. The sorption curve continued to increase and, starting at approximately 60°C, rose steeply, to reach 580% of the initial value within the range of 68°C.

It follows from Table 1, which illustrates data from experiments performed by the same method, that sorption of methylene blue and other basic dyes increases considerably after denaturation. Increase of sorption to 200% is also observed after denaturation by alcohol, acetone, and ultraviolet light. In this respect, temperature is no exception. In non-denatured serum, proteins bind the same amount of acid dyes (cyanol, trypan blue) as denatured proteins. Thus on denaturation the sorption capacity of these proteins increases only in relation to basic dyes.

* It is interesting that denaturation of serum by heating for half an hour at 54°C did not cause any turbidity. Thus, by increase of the sorption of dyes, alterations in native proteins may be detected earlier than by turbidity.

### Table 1

<table>
<thead>
<tr>
<th>Method of denaturation</th>
<th>Dye</th>
<th>Sorption by denatured serum (% of sorption by native serum)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature 66°C</td>
<td>Toluidine blue, 0.001%</td>
<td>208</td>
</tr>
<tr>
<td>&quot;</td>
<td>Brilliant cresyl blue, 0.001% (basic)</td>
<td>174</td>
</tr>
<tr>
<td>&quot;</td>
<td>Trypan blue, 0.004% (acid)</td>
<td>101</td>
</tr>
<tr>
<td>&quot;</td>
<td>Cyanol, 0.002% (acid)</td>
<td>103</td>
</tr>
<tr>
<td>Ultraviolet irradiation</td>
<td>Methylene blue, 0.001%</td>
<td>105</td>
</tr>
<tr>
<td>for 65 min</td>
<td>The same</td>
<td>135</td>
</tr>
<tr>
<td>Ultraviolet irradiation</td>
<td>&quot;</td>
<td>197</td>
</tr>
<tr>
<td>for 2 hrs 30 min</td>
<td>&quot;</td>
<td>191</td>
</tr>
<tr>
<td>Ethyl alcohol</td>
<td>&quot;</td>
<td></td>
</tr>
<tr>
<td>Acetone</td>
<td>&quot;</td>
<td></td>
</tr>
</tbody>
</table>

### Table 2

<table>
<thead>
<tr>
<th>Dye</th>
<th>Sorption by denatured serum (% of sorption by native serum)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methylene blue, 0.001% (basic)</td>
<td>139</td>
</tr>
<tr>
<td>Toluidine blue, 0.001% (basic)</td>
<td>125</td>
</tr>
<tr>
<td>Cyanol, 0.002% (acid)</td>
<td>1228</td>
</tr>
<tr>
<td>Trypan blue, 0.001% (acid)</td>
<td>1543</td>
</tr>
</tbody>
</table>
There are probably specific differences connected with the special properties of different proteins. Experiments performed on chicken proteins using the above technique have shown that after denaturation, their capacity to bind both basic and acid dyes increases (Table 2). The increase in the latter (1228 and 1843 %) is many times greater than the former (139 and 125 %). Chicken protein is a better model than horse serum proteins for reproducing the given property of living protoplasm.

The property of proteins to increase their binding capacity for dyes after denaturation was later confirmed in our laboratory by Braun (Braun, 1948a, 1948b, 1949, 1951; Braun and Feldman, 1949; Braun, Savost'yanova, and Morozova, 1950) using pure protein preparations. In order to determine the fate of the dye bound by the protein, different methods were used. Results were obtained partly by measuring the diffusion rate of free dye from a mixture with the protein in gelatin gel. A method was also elaborated to determine the affinity of the dye to the protein, based on the absorption spectra of (a) solutions of dyes, and (b) mixtures of the dyes with proteins. The method was based on the following observations. Absorption curves of Congo red, Nile blue, and other dyes in salt solutions (in contrast to aqueous solutions of the same dyes) are shifted by 10-40 μ in the direction of the short waves, and the absorption intensity is diminished. If a protein is added to a solution of dye whose absorption-spectrum is changed by the addition of a neutral salt solution, the absorption spectrum shifts in the direction of the long waves, and the absorption intensity increases. Thus, the absorption curve is, as it were, "corrected", approaching the curve of the aqueous solution of the dye. This phenomenon is explained by interaction between the protein and the aggregated forms of the dye, by binding the released valencies of the dye to the protein. The degree of "the corrective effect" is a measure of reactivity of the proteins. The "corrective effect" of denaturated proteins is invariably manifested to a much higher degree than that of native proteins (Figure 3). Using this method, it can be quickly and convincingly shown that protein reactivity increases denaturation.

FIGURE 3. Effect of native and heat-denaturated egg albumin on the absorption of spectrum of Congo red, modified by the addition of a neutral salt solution (from Braun, 1949)

1, 2—absorption of Congo red solutions (3·10⁻⁵ M) in (1) water and (2) in 0.5 M KCl; 3-6—absorption of Congo red solutions in 0.5 M KCl upon addition of egg albumin (0.4 %); (3), native, (4), heated at 45°C, (5) at 59°C and (6) at 63°C.
In studies of the interaction between proteins and triphenylmethane
dyes (malachite green, crystal violet, and others), it was observed that
these dyes turned colorless in the presence of myosin and certain other
native proteins. It has been shown that the discoloration was accompanied
by binding of the dyes to the proteins through the sulfhydryl groups of the
latter. This mechanism is similar to the carbonyl transformation of dyes,
and indicated the possible formation of covalent bonds between proteins and
dyes. After denaturation of protein, its ability to decolorize triphenyl-
methane dyes increased considerably.

Finally, the results of experiments with myosin fibers from rabbit
muscle are especially instructive. The fibers were stained by basic and
acid dye solutions in both their native state and after denaturation by high
temperature or urea. It was obvious even to the naked eye that after de-
naturation the sorption of the dye increased considerably. This was espe-
cially noticeable with the central portions of the fibers heated for 3 minutes
to 45°C (Figure 4, A). On staining with triphenylmethane dyes, the heated
parts of the fiber became colorless (Figure 4, B). In order to obtain a
quantitative estimate of the increase in sorption, the dye was extracted
from fibers stained under standard conditions, with acidified alcohol. The
extract was measured in the photometer. The amount of dye bound by the
denatured fibers was expressed as a percent of the amount of dye bound by
untreated fibers (Table 3).

![Figure 4. Myosin fibers stained with (A) Congo
crimson and (B) light green. The central part was de-
naturated by heating prior to staining. (A—from
Braun, 1948; B—from Braun, 1948b).](image)

The ability of various proteins to bind basic and acid dyes in
solutions was studied. A series of native proteins was also studied in
this respect. Figures 5 and 6 show that prior heat treatment of proteins
considerably increased the sorption of both acid and basic dyes. However,
this increase may proceed at unequal rates. It follows from Figure 6 that
increase in temperature (to approximately 30°C) caused an increase of sorp-
tion of the basic dye (methyl violet). Later, starting from 38°C, the sorption
of the acid dye (cyanol) increased.

The affinity of proteins to dyes and the amount of sulfhydryl groups
liberated upon denaturation were measured. The appearance of turbidity
in the solutions and their viscosity were observed. It was found that the increase in the sorption capacity of protein, as contrasted with the increase in the number of SH-groups and changes in turbidity and viscosity, occurred with a weaker denaturing effect. This result confirmed that not all the results of denaturation do appear simultaneously. The increase in the nonspecific reactivity of protein may be noticed at the early stages of denaturation; it is a sensitive index of the changes taking place in the protein.

**Table 3**

Effect of denaturation on binding of dyes by native and denatured myosin fibers (from Braun, 1948b)

<table>
<thead>
<tr>
<th>Denatured by</th>
<th>Amount of dye bound by the denatured fibers (% of the amount of dye bound by native fibers)</th>
<th>Neutral red</th>
<th>Methylene blue</th>
<th>Nile blue</th>
<th>Congo red</th>
<th>Cyanol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heating for 10 min at:</td>
<td>37°C</td>
<td>119</td>
<td>126</td>
<td>138</td>
<td>156</td>
<td>136</td>
</tr>
<tr>
<td>45°C</td>
<td>134</td>
<td>156</td>
<td>170</td>
<td>204</td>
<td>154</td>
<td></td>
</tr>
<tr>
<td>60°C</td>
<td>144</td>
<td>168</td>
<td>166</td>
<td>210</td>
<td>164</td>
<td></td>
</tr>
<tr>
<td>Action of urea:</td>
<td>2 min</td>
<td>116</td>
<td>124</td>
<td>122</td>
<td>134</td>
<td>106</td>
</tr>
<tr>
<td>5 min</td>
<td>153</td>
<td>160</td>
<td>151</td>
<td>179</td>
<td>139</td>
<td></td>
</tr>
</tbody>
</table>

**FIGURE 5.** Binding of dyes by native and denatured proteins (from Braun, 1948b)

A—binding of (1) methyl violet and (2) trypan blue by albumin (native, and denatured by prior heating);
B—binding of methyl violet by egg globulin (native, and denatured by prior heating); C—binding of methyl violet by myosin (native, and denatured by prior heating).

Haurowitz, Di-Mota, and Tekman (1952) later described an increase in the binding of an acid dye (Congo red) by egg albumin, denatured by high temperature*. Congo red, at pH 2, has a dark-blue color. In the presence

* These authors were probably not familiar with our work.
of native proteins, this color is retained. In the presence of denatured proteins it turns red, the color of adsorbed Congo red molecules. This enables denaturation to be determined by a spectrometer. It has been shown that binding of Congo red after denaturation of egg albumin at 40°C and 100°C considerably increases. The peak of the absorption spectrum shifts to the right from 496 to 510 nm. However, not only dyes are more strongly bound by denatured proteins. Fischer (1935) has found that denatured chicken protein shows increased binding of heparin, a monobasic organic acid. Figure 7 shows how increased temperature enhances this process in a steplike fashion.

![FIGURE 6. Binding of (1) methyl violet and (2) cyanol, by myosin denatured by heating (from Braun, 1948a)](image)

![FIGURE 7. Effect of heat denaturation on binding of heparin by protein (according to Fischer, 1935)](image)

Temperature changes are marked by arrows.

Pasynskii, Volkova, and Blokhina (1955), and Pavlovskaya, Volkova, and Pasynskii (1955), confirmed our data on the increase in sorption capacity of proteins after denaturation. They investigated the binding of labeled methionine by pure preparations of human serum albumin, whole chicken egg white, and whole serum. Denaturation was performed by the following methods: high temperature, shaking, ethyl alcohol administration, and ultraviolet and x-ray irradiation. The results are shown in Table 4.

The data in Table 4 indicate that all the denaturation methods tested by the authors resulted in a significant increase in binding of methionine.

We have earlier observed (Nasonov and Aleksandrov, 1949, p. 160), that the sorption method is superior to others, since by its use denaturation by weak agents can be detected. This was confirmed by Pasynskii et al. (Pasynskii, Volkova, and Blokhina, 1955, p. 319): "In this manner (i.e., sorption), very slight denaturation changes, for example due to heating for 20 minutes at 37°C, ultraviolet irradiation for 1 minute, x-ray irradiation with a dose of 2,000 r, and other methods, may be detected."
The reason for increased sorption (by denaturated proteins) of organic electrolytes, e.g. dyes, amino acids, and heparin, is not fully understood.

According to contemporary theories (Belitser, 1950; Putnam, 1953, and others), no splitting of the protein molecules or addition to them of any new radicals or groups takes place on denaturation. The basis of denaturation is unfolding of the polypeptide chain forming the protein molecule. As a result of this, the protein molecule loses the usual spatial configuration of the characteristic parts of the complex chain, which determines its specific properties*. After unfolding of the globule, active chemical groups appear at the surface of the molecule, which in the native protein were inside the globule in a latent and inactive condition.

With formation of these groups, protein molecules interact. Large aggregates form, which precipitate from solution (Haurowitz, 1936). This explains the decrease in the degree of dispersion of protein solutions after denaturation, and the increase in their viscosity caused by deformation of globular molecules. These form elongated or even threadlike structures (the appearance of streaming birefringence). On denaturation, the active groups on the surface of protein molecules, positively or negatively charged, may bind acid and basic dyes, amino acids and other compounds, also bearing positive or negative charges (Haurowitz, 1936).

The groups appearing at the surface of the molecule are polar, and represent ends of side chains (Putnam, 1953). The best investigated are the easily-detected sulfhydryl groups (SH). It does not follow, however, that the appearance of these groups is of greater importance than the formation of other radicals after denaturation. Nevertheless, an increased number of SH-groups is often considered an index of denaturation.

The following table presents data on the effect of denaturation of serum albumin on adsorption of labeled methionine (according to Pasynskii, Volkova, and Blokhina, 1955).

<table>
<thead>
<tr>
<th>Treatment of preparation</th>
<th>Activity (c.p.m. per 10 mg of protein precipitate)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial protein</td>
<td>50</td>
</tr>
<tr>
<td>Denaturation:</td>
<td></td>
</tr>
<tr>
<td>by heating at 37°C (20 min) &quot; at 100°C (20 min)</td>
<td>150-200  400-650</td>
</tr>
<tr>
<td>by shaking (18 hrs)</td>
<td>250</td>
</tr>
<tr>
<td>by ethyl alcohol administration (5:1)</td>
<td>120</td>
</tr>
<tr>
<td>by ultraviolet light (1 hr) &quot; (1 min)</td>
<td>300</td>
</tr>
<tr>
<td>by x-rays (10,000 r)</td>
<td>160</td>
</tr>
<tr>
<td>&quot; (2,000 r)</td>
<td>70</td>
</tr>
</tbody>
</table>

* Certain investigators recently broached the idea that no great changes take place in the configuration of protein molecules after denaturation (Belitser, 1955; Pasynskii, 1955).
Since the discovery of the appearance of sulfhydryl groups after denaturation of egg albumin (Heffter, 1907; Arnold, 1911), many suggestions have been made as to the nature of this reaction. The point is that many proteins show the presence of reactive SH- or other polar side-groups, the number of which does not correspond to their analytical composition. However, after denaturation, the number of these groups increases considerably. Therefore, the groups were called "hidden", "masked", "inaccessible", etc. It is not clear whether they were masked only by a spatially folded chain of native protein, by intramolecular hydrogen bonds, or in any other way. Their appearance after denaturation is gradual, not sudden, and takes place not necessarily parallel to an increase in viscosity (Putnam, 1953, p. 831). The appearance of these groups is of special interest in connection with the work of Koshtoyants et al. (1951, 1952).

Among other reactive groups formed after denaturation of proteins are the disulfides (S-S) discovered by Walker (1925), and phenol and indole which, like SH-groups, may exist in a masked state in native protein, and be detected only after denaturation.

Finally, of special interest is the appearance of carboxyl and amino-groups. According to our theory, the increase in binding of dyes is due to these radicals.

Until recently it was thought that on denaturation no unmasking of NH$_2$- and COOH-groups occurs, since the titration curves of native proteins do not differ from those of denatured ones. In the case of carbonyl hemoglobin (Steinhardt and Zaiser, 1951a and 1951b), NH$_2$-groups in serum globulins, and beta-lactoglobulin (Porter, 1948) it may also be possible to detect carboxyl group. Porter showed that if NH$_2$- groups in these proteins are determined by acetylation with acetic anhydride, or by reaction with ketene, these groups can be fully detected. If, however, they are determined by the use of the FDNB reagent (1:2:4 fluorodinitrobenzene), this reagent detects only a part of the NH$_2$- groups in native proteins. After denaturation, all these groups can be detected by the use of the same reagent. Porter's explanation is that in the native state, parts of the NH$_2$-groups exist within a densely folded peptide chain, and are inaccessible to such large molecular compounds as FDNB, although accessible to smaller molecules.

Haurowitz and his co-workers (Haurowitz, Di-Mola, and Tekman, 1952) likewise explained the increase in staining power of proteins by Congo red. In their opinion, the low reactivity of native proteins is due to the inability of certain groups to react within the densely folded threadlike chain.

According to the above authors, the question of whether or not denaturation causes an increase in the activity of cationic groups cannot be solved by the use of electrometric titration, since all protein groups are accessible to such small ions as hydrogen. However, large ions, such as those of the dye, cannot penetrate the molecule of native protein, due to the densely folded peptide chain. Therefore it may react only with the more accessible groups on the surface of the molecules.

In our opinion, all the polar groups of protein molecules released by denaturation may strengthen the binding of dyes, aminoacids and other organic electrolytes. Therefore we do not agree with Pasynskii, in whose opinion in this respect the SH-groups are more important, on the grounds that addition of cysteine weakens the effect of increased binding upon denaturation. The point is that cysteine, as an aminoacid, may not only
specifically block SH-groups, but also combines with other active groups, thus interfering with the binding of labeled methionine. Furthermore, after denaturation, not only does the binding of basic dyes increase, but also that of acid dyes. Both these reactions cannot be due to SH-groups.

All these biochemical investigations are especially interesting to physiologists, since they give a clear picture of the changes occurring in living protoplasm when acted on by stimulants. They also explain the increase in staining power after excitation and damage.

Method for Determining the Extent of Alteration of Living Protoplasm by the Action of Stimuli

The previous chapter reviewed the nonspecific changes in protoplasm which occurred after cellular excitation, as detected by an increased capacity to bind vital stains. These changes were termed paranecrosis (Nasonov and Aleksandrov, 1940). However, the method of vital staining led to a false qualitative distinction between the normal and the "excited" cell.

Later, using the method of quantitative colorimetric determination of the degree and severity of paranecrosis, evolved in our laboratory by Braun and Ivanov (1933), it was found that there were not two separate states (normal and paranecrotic) and that furthermore the reaction of living protoplasm to stimulants was very gradual, i.e., the strength of excitation was proportional to the change in the protoplasm. It was true that in certain cases, there was a sharp increase in the response, which approached more of a threshold value. However, under these conditions, we had never observed a sudden change sufficient to justify the term "all or none" response.

Our method of investigating the degree of change of protoplasm was to study its ability to bind stronger dyes after excitation. The method was as follows: control and experimental tissues were placed, for the same length of time, in dyes diluted with Ringer's solution, the experimental tissue being subjected to various stimulants. Both sections of tissue were then removed from the solution, rinsed in distilled water, and placed into separate test...

* In the biochemical literature opinions are divided whether the change in protein is sudden or not. Some authors believe that the protein molecules may exist only in two extreme states, native or completely denatured. The proponents of the "all or none" theory explain the transition of the protein by the presence in solution of a variable percentage of completely denatured molecules (see Belitsser, 1950). Others believe that in each protein molecule the unfolding of the molecular configuration may take place gradually after denaturation, passing through a number of intermediary stages (for recent literature, see Putnam, 1953). This problem has not yet been completely solved, however the majority of authors are against the "all or none" principle. To the physiologist studying the processes of excitation, the exact explanation of the change is inconsequential.
tubes containing a small, accurately measured amount of 70% ethyl alcohol, acidified with 2% sulfuric acid. After 24 hours practically all of the dye had been extracted by the acidified alcohol, after which the stained alcohol from the experimental and control tissues was examined either photometrically (using a Fuhrich comparative photometer) or with a sensitive electrophotometer. The amount of bound dye from the experimental tissue was usually expressed as a percentage of that from the control.

To obtain reliable results by this method, the arithmetic mean of not less than 10 single experiments was used. The data were considered statistically significant only when the arithmetic mean was three times higher than the square of the mean error.

If the experimental and control tissue sections were of different dimensions, corrections were made for weight. After extraction of the dye with alcohol, the sections were dried to constant weight.

For vital staining different stains were used. The basic dyes most often used were neutral red and sometimes methylene blue. The latter was less convenient since at low pH methylene blue may be reduced in the tissues, giving the colorless leukoform.

As shown by Troshin (1951c), concentrated solutions of neutral red (Figure 8) are most convenient to detect differences between living and damaged tissues. However, concentrated solutions may be toxic for the tissues, therefore solutions of neutral red somewhat below the threshold of toxicity are recommended. We normally used solutions of 0.1 to 0.01% neutral red easily precipitates from solution in the presence of carbonate. Ringer's solution without carbonate was used.

The staining time varied from 10 to 30 minutes, depending on the size of the tissue. Staining of tissues from cold-blooded or warm-blooded animals was usually performed at room temperature (18-20°C), since destruction and death of tissues of warm-blooded animals in the isolated state takes place more rapidly at body temperature (37-40°C). With an alkaline shift in the medium, there ought to be an increase in staining power with basic dyes and a decrease with acid dyes. However, following excitation, an increased staining power with both basic and acid dyes was observed. Thus in studies of this kind, the use of both groups of dyes is recommended.

The acid dyes normally used were a 1% solution of cyanol, or a 0.03% solution of phenol red. Living tissues stain much weaker with acid than with basic dyes. The alcoholic extracts are therefore very pale and have to be measured in horizontal microcuvettes.

However, in the case of tissues damaged by various agents, the acid dyes have a greater staining power than basic dyes. Obviously, the number of free positively charged radicals at the surface of the molecules of living protoplasm which may fix acid dyes is extremely small, and they appear only upon excitation and damage of the tissues (Figure 8).

The main drawback to our method is that the dyes diffuse very slowly into living tissues. Diffusion equilibrium is not completed within the staining time (10 to 30 minutes).

Figures 88 and 89 (see page 131), from the paper by Troshin (1956), show that diffusion equilibrium between the medium and the sartorius muscles of the frog is established after two to three hours. Only in a few cases where

* For extraction of phenol red, 70% alcohol is used, 5 ml of concentrated H₂SO₄ being added to 100 ml of the alcohol solution.
diffusion equilibrium is quickly reached can the binding of dye be expressed per unit of tissue weight. In the majority of cases this formula is not valid.

FIGURE 3. Relationship between the staining power of dead and living frog muscles (R), and the concentration of dye in the surrounding solution (C_s). (According to Troshin, 1951c)

1—phenol red; 2—neutral red; 3—rhodamin.

The most suitable materials for this method are tissue suspensions where the equilibrium between the dye in the medium and the dye in the cell is reached within 5-10 minutes. Raevskaya and Troshin (1937) used a suspension of spermatozoa, and Romanov (1951) a suspension of yeast cells.

When used with cell suspensions, this method is applied by the following procedure. The cell suspension is accurately divided into two equal parts, and placed in separate test tubes. Both tubes are simultaneously centrifuged and decanted, and equal amounts of the dye in Ringer's solution added. Both test tubes are then shaken. The contents of one tube is used as a control, the other is tested against various agents. The test tubes are again centrifuged, the centrifugate is washed with distilled water and again centrifuged. After decantation, acidified alcohol is added in order to extract the dye. The extracts obtained are measured colorimetrically. Here, too, the results may be expressed either as a percentage of the control or in absolute numbers relating the dye to a unit of dry weight. In the latter case, after extraction of the dye, the precipitate should be dried and weighed.

Sometimes suspensions of tissue fragments or even whole organs are used. In this case, it is advisable to use paired organs, which are easily accessible and taken from the same animal, so that one may serve as a control for the other. For this purpose the sartorius muscles of the frog, semitendinosus muscles of mammals, spinal ganglia of the frog and of laboratory mammals, paired nerves (sciatic), frog kidneys, etc. are very convenient.
In the preparation of organs care should be taken to remove all fragments of damaged tissues, since they stain strongly and may lead to considerable errors.

In studies using the sartorius muscles of the frog, threads are tied to their ends (to the tendon and to the pelvic bone to which the muscle is attached), and the muscles are thus tied to a bent glass rod (Figure 9). The muscles should be straightened but not stretched. All procedures, including staining, are performed with the muscle tied to the rod. After staining, the tendon and bone are excised and the released muscle is placed in acidified alcohol to extract the dye.

FIGURE 9. Sartorius muscle of the frog tied to a glass rod

In this experiment it was difficult to decide how long to expose the tissue to the various stimulants. Theoretically the tissue should be stained during excitation, but this is frequently impossible, since the majority of stimulants themselves modify the staining process.

The following factors modify the staining of living or dead tissues: temperature; change in pH of the medium; addition of various substances to the solution, especially of electrolytes. In the latter case the greatest decrease in staining occurs in the region of biologically active concentrations of the added substance (Nasonov and Aleksandrov, 1937). In studying the action of temperature or chemical substances, it is only possible to use the staining method immediately after removing the stimulus (cooling, rinsing, etc.). Consequently, in a number of cases it was not the direct action of the agents which was studied, but the resulting changes occurring after their action ceased.

The results of such a series of experiments are illustrated in Figure 10. The abscissa shows the logarithms of the molar concentrations of different substances. Living frog muscles were kept in solutions of these (in Ringer's solution) for one hour and 30 minutes, after which time they were thoroughly washed in Ringer's solution for one hour and stained for one and a half hours in 0.01% methylene blue. Subsequently the dye was extracted with acidified alcohol, and the extract measured colorimetrically. The ordinate shows the staining intensity of the experimental muscles as compared with the controls, the staining of which is considered as 100%. The narcotic concentrations are given in vertical straight lines. Noticeable increase in staining starts at those concentrations of the investigated substances which cause narcosis in the muscles.
There are stimulants which, when applied to non-living objects, do not themselves affect the degree of staining, for example high pressure, sonic waves, irradiation, etc. Their effect on protoplasm may be studied by the method of vital staining. This group may also include physiological stimulation of nerve cells and nerve and muscle fibers.

![Figure 10](image)

FIGURE 10. Effect of various substances on the staining power of living frog muscles (according to Nasonov and Aleksandrov, 1937).

A: 1—methyl alcohol; 2—ethyl alcohol; 3—propyl alcohol; 4—butyl alcohol; 5—chloral hydrate; 6—caffeine; 7—saponin. B: 8—urea; 9—acetone; 10—glucose; 11—saccharose; 12—quinine; 13—optaquine. C: 14—glycerol; 15—ethyl alcohol; 16—urethane; 17—carbon disulfide. The narcotic limit concentrations of these substances are given in vertical lines.

Another drawback to the use of the above method is the formation of granules. It has already been mentioned that in normal, living cells the protoplasm and nucleus hardly stain at all. The dye that penetrates the cell accumulates in the region of the intracellular Golgi apparatus in the form of granules (Nasonov and Aleksandrov, 1940). In a number of convincing studies, it has been shown (Feldman, 1948a, 1948b, 1950, 1953) that the process of granule formation may be looked upon as a complex coacervation of two colloids—of a certain protein component of the protoplasm, and the dye solution. After protein denaturation, the process of coacervation is
disturbed, which is most probably the reason why granule formation stops in excited cells.

However, after extracting the dye with alcohol, not only the diffused dye, but also that deposited in granules is extracted from the cells.

The latter predominates in resting cells, the former in "excited" cells. Intensive granule formation was a source of error in the results obtained by Krasilnikova (1954). To avoid this source of error, staining time should be shorter and stronger solutions of dyes should be used. In muscles, for example, stained with 0.1% neutral red for 10-30 minutes, there is practically no granule formation, and on microscopy only diffused staining is observed. However, when the muscle fibers are kept in the dye over 1-2 hours, very small and later increasingly larger granules of dye appear.

Acid dyes are not deposited as granules under the above conditions, and therefore do not cause this source of error.

The direct effects of sound waves and high hydrostatic pressure on living cells will now be considered. These effects are of special interest, since they are caused by the few agents whose effect on the protoplasm, as already mentioned, may be studied by vital staining during the application of the stimulus.

Audible Sounds as Direct Stimuli of Cellular Protoplasm

We are not aware of any reports in the physiological literature where the effects of such stimuli have been studied. It is usually assumed that the sound stimulus is perceived exclusively by the ears, and that in the organ of Corti sound is formed, in some manner, from vibrations of the tympanic membrane acting on the cells of the auditory epithelium as mechanical stimulus. However, it may be assumed that protoplasm also receives sound vibrations directly, without the participation of the auditory organs or the nervous system. We reached this conclusion on the basis of the denaturation theory of excitation.

As already mentioned, agents causing denaturation of proteins ought to be stimulants of living protoplasm. From this point of view the interesting paper by Chambers and Flosdorf (1936) deserves attention. These workers showed that sound waves of high intensity (given off by sirens for underwater signalling) may cause denaturation of native proteins in vitro. According to their data, a direct transformation of sound energy into chemical energy occurred. It may therefore be justifiable to assume that sound waves may be also directly received as a stimulus by living protoplasm without being transformed into a mechanical or tactile stimulation via the organ of Corti.

These considerations were the basis of a study performed in our laboratory (Nasonov and Ravdonik, 1947). The source of sound was an electro-acoumectric device which produced sounds of different frequencies, from 100 to 10,000 cps, with various levels of sound intensity from 0 db to 120 db.

The sartorius muscle of frog was used. The amount of dye bound by the muscle was determined by a colorimeter. Paired muscles were attached to bent glass rods by tight threads (Figure 8) and submerged in two Petri dishes containing the dye, prepared in Ringer's solution. One muscle served
as a control; the other was placed on a soft pad, and covered by the sound diffuser in such a manner that the center of the diffuser was 15 centimeters from the muscle. The Petri dish did not directly touch the reproducer. A sound was initiated, and continued during the whole time of staining, i.e. 20 minutes. The two muscles were simultaneously removed from the dye solution, rinsed in fresh Ringer's solution, examined under the microscope, and transferred to two test tubes with 5-10 ml of 70% alcohol in each, acidified with 2% sulfuric acid. The extracts of the experimental and control muscles were measured colorimetrically, the staining intensity of the experimental muscle being stated as a percentage of the control.

The effect of sound on the vital staining of muscles by a basic dye—0.1% solution of neutral red, and by an acid dye—1% solution of cyanol, was studied.

The experimental error of the method was first established empirically. This depended on the inaccuracy of measurements and on individual differences between two paired muscles. For this purpose, paired muscles were stained without sonic stimuli; the muscle of the right side was always the experimental, and the left the control. The results obtained are given in Table 5, from which it follows that maximal individual deviations reached 9%, while the arithmetical mean of deviations from 10 experiments equaled 2.4 ± 1.0%. Consequently, the method used allowed for an error within the indicated limits, if for each point of the curve an arithmetic mean of 10 separate experiments was used.

Table 5

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Change in staining, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>+3.0</td>
</tr>
<tr>
<td>2</td>
<td>-3.0</td>
</tr>
<tr>
<td>3</td>
<td>-1.0</td>
</tr>
<tr>
<td>4</td>
<td>+4.4</td>
</tr>
<tr>
<td>5</td>
<td>-1.6</td>
</tr>
<tr>
<td>6</td>
<td>-4.7</td>
</tr>
<tr>
<td>7</td>
<td>+4.0</td>
</tr>
<tr>
<td>8</td>
<td>+8.0</td>
</tr>
<tr>
<td>9</td>
<td>+9.0</td>
</tr>
<tr>
<td>10</td>
<td>+6.0</td>
</tr>
</tbody>
</table>

| Arithmetic mean | +2.4 ± 1.0 |

Later the effect of sound on nonliving substrate was studied. Paired muscles were killed by immersion for 5 minutes in Ringer's solution heated to 90°C. One was used as a control, and the other exposed to sound of 3,000 cps at an intensity level of 84 db. Both were then stained. The results are given in Table 6, from which it will be seen that even if sound has an effect of staining of dead substrate, this effect is very small (+3.3%). This weak positive result may be explained by the fact that treatment of muscle with hot (90°C) Ringer's solution for 5 minutes did not completely denature the muscle protein.
Table 6

Changes in staining power of sartorius muscles following stimulation by sound (in frogs killed by high temperature) 
(according to Nasonov and Ravdonik, 1947)

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Change in staining, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-1.0</td>
</tr>
<tr>
<td>2</td>
<td>+5.2</td>
</tr>
<tr>
<td>3</td>
<td>+4.0</td>
</tr>
<tr>
<td>4</td>
<td>+1.0</td>
</tr>
<tr>
<td>5</td>
<td>-2.0</td>
</tr>
<tr>
<td>6</td>
<td>+0.7</td>
</tr>
<tr>
<td>7</td>
<td>+2.4</td>
</tr>
<tr>
<td>8</td>
<td>+7.0</td>
</tr>
<tr>
<td>9</td>
<td>+10.0</td>
</tr>
<tr>
<td>10</td>
<td>+6.0</td>
</tr>
</tbody>
</table>

Arithmetic mean: +3.3 ± 1.1

After these preliminary experiments, the effect of sound waves of 200, 500, 1,000, 2,000, 3,000, 4,000, 5,000, 7,000 and 10,000 cps was studied in experiments with neutral red, and that of 100, 3,000 and 10,000 cps in experiments with cyanol in all cases of living muscles. All the sounds were of similar intensity, about 94 db*. Each series consisted of 10 experiments. In Tables 7 and 9 only the arithmetic mean of each ten experiments and the calculated mean square errors are given. It will be seen that the mean differences are more than 3 times greater than the mean square errors. In certain cases, they are more than 5 times greater. Thus, the data are statistically significant.

Table 7

Increase in staining power (with neutral red) of sartorius muscles of frog, stimulated by sounds of different frequency, at the same level of intensity—94 db (according to Nasonov and Ravdonik, 1947)

<table>
<thead>
<tr>
<th>Frequency (cps)</th>
<th>Arithmetic mean and mean square error (%)</th>
<th>Frequency (cps)</th>
<th>Arithmetic mean and mean square error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>+2.4 ± 1.9</td>
<td>3,000</td>
<td>+28.3 ± 5.0</td>
</tr>
<tr>
<td>200</td>
<td>+10.8 ± 2.5</td>
<td>4,000</td>
<td>+20.5 ± 4.1</td>
</tr>
<tr>
<td>500</td>
<td>+17.3 ± 3.3</td>
<td>5,000</td>
<td>+19.0 ± 3.6</td>
</tr>
<tr>
<td>1,000</td>
<td>+19.7 ± 6.2</td>
<td>7,000</td>
<td>+17.0 ± 3.2</td>
</tr>
<tr>
<td>2,000</td>
<td>+22.8 ± 4.0</td>
<td>10,000</td>
<td>+13.9 ± 3.3</td>
</tr>
</tbody>
</table>

* The level of sound intensity decreased considerably on passing from air to Ringer's solution.
The data from Tables 7 and 8 are shown in Figure 11, from which it follows that the sounds at all frequencies used caused a noticeable reaction in muscle protoplasm, with an increase in staining of both basic and acid dyes. However, the magnitude of this reaction was not always the same. At 200 cps it was minimal (10.8% for neutral red and 12.7% for cyanol), but gradually increased up to 3,000 cps. Here a maximum was clearly observed, after which the intensity of staining power gradually decreased with increase in frequency.

**Table 8**

Increase in staining power (with cyanol) of sartorius muscles of frog, stimulated by sounds of different frequencies at the same level of intensity—34 db (according to Nasonov and Ravdonik, 1947)

<table>
<thead>
<tr>
<th>Frequency (cps)</th>
<th>Arithmetical mean and mean square error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>200</td>
<td>+12.7 ± 1.7</td>
</tr>
<tr>
<td>3,000</td>
<td>+38.0 ± 4.5</td>
</tr>
<tr>
<td>10,000</td>
<td>+15.1 ± 2.4</td>
</tr>
</tbody>
</table>

Curve 3 (1% cyanol) is generally similar to curve 2 (basic dye) but all its points are situated higher.

The effect of sounds of different frequency on muscle sorption is easily shown. At first, curve 2 was obtained. Using spring-summer frogs in 1945, Ravdonik (1949) repeated the experiment, using the same method with autumn-winter frogs. He obtained curve 1 (Figure 11), which was a reproduction of curve 2, but with all its points located below those of the latter, probably due to lower reactivity of autumn frog's muscle.

Thorough microscopy of stained muscle, stimulated by sound reproducing a maximal reaction (3,000 cps), did not disclose any noticeable structural changes or vital staining of nuclei, except for an evenly diffused staining of the protoplasm, differing from the control only in intensity. As in the experiment, no granular deposits were observed in the control.

The effects of sound as a muscle stimulant were further studied by the following method: an isolated sartorius frog muscle was connected by a thread to the recording lever of a myograph. The diffusor of the sound apparatus was placed 15 centimeters away. The sound stimulus lasted 5-10 minutes. The end of the time interval was recorded by a marker.

Sixty experiments were performed. No contraction was observed in 22 experiments using frequencies of 200, 500, 1,000, and 1,500 cps. On further increase of frequency to 2,000, 2,500, and 3,000 cps, the muscles showed a small contraction in all cases with no exception (17 experiments). Further, at 3,500 cps, contraction was obtained only in two experiments out of five, and at still higher frequencies—4,000, 5,000, 7,000, and 10,000 cps, contraction was not observed in any one of 16 experiments. Thus, of the whole scale of sounds tested (200 to 10,000 cps), only a very narrow zone of frequencies (2,000 to 3,500 cps) caused muscle contraction (shaded region of Figure 11). The middle of this region coincides exactly with the maximum region of vital staining, while its right and left borders correspond to almost identical levels of increase in staining power (20.5-22.8%). It appears that denaturation changes of protoplasm proteins serve as a stimulus for those biochemical processes which cause muscle contraction.
Figure 12 shows several kymograms of contractions caused by sounds of different frequencies. The relatively long latent period between the onset of stimulation and the response reaction (from 1 to 5 minutes) is noteworthy. Contractions quickly reached a maximum, after which a slow relaxation of the muscle began. After 2-5 minutes, the muscle reverted to its initial length, although the action of the sound continued.

![Figure 12](image.png)

**FIGURE 11.** Enhancement of vital staining and appearance of contractions in the sartorius muscles of frog exposed to audible sounds of different frequencies at a constant level of intensity (94 db)

1, 2—neutral red (basic dye); 3—cyanol (acid dye). The shaded zone is the region of appearance of sonic contractions. The frequencies are given on a logarithmic scale (1—according to Ravdonik, 1949; 2, 3—according to Nasonov and Ravdonik, 1947).

The above-mentioned sonic contractions are easily obtained with spring-summer frogs (Nasonov and Ravdonik, 1947), considerably less easily with autumn-winter ones (Ravdonik, 1949), and with great difficulty with winter frogs, the muscle excitability of which is known to be lower than that of summer frogs. There is good reason to believe that in this case it is not a contraction but a rhythmic activity of individual fibers taking place. This is often observed at the very beginning of the stimulus, and is connected with the initial increase in excitability, only to be later replaced by a decrease in excitability. However, the nature of sonic contractions is a problem requiring further study.

In addition to experiments with sartorius muscle, a small series (16 experiments) was performed with the straight abdominal muscle of the frog. The experimental conditions were exactly the same as in previous cases. The results were very similar. Here, too, contractions appeared only within a narrow range of sounds of intermediate frequencies (2,500 to 3,500 cps). As in the experiments with the sartorius, there was a peculiar "resonance" of the muscles to a definitive frequency range.
Ravdonik (1949), by using precisely the same methods, further investigated the direct reaction of muscles to sounds, when only the intensity of the stimulus varied, and the frequency of vibrations was 3,000 cps. He studied the effect of sounds of the following intensities: 70-75, 80-85, 90-95, and 120 db. The results obtained are illustrated in Figure 13, which shows the threshold nature of the sound stimulus. For the frequency of 3,000 cps, a clearcut increase in staining power began at 90 db, while in the region of 96 db the level of the reaction approached a constant value. Sonic contractions appeared at 95 db (shaded region of the graph). Thus, here too, contractions begin simultaneously with paraneutrophic changes in protoplasm.

Nasonov and Ravdonik (1950), using spinal ganglia nerve cells of rabbits and Romanov (1954), using sympathetic ganglia of rabbits, later investigated the action of sound on these organs by the staining technique. The ganglia of the lumbar region of the rabbit were isolated together with the nerve roots, from which the connective tissue sheath was removed. These were stained for 20 minutes with 0.1 neutral red, prepared in Ringer's solution. The ganglia on one side were exposed to sounds of 120 db during staining, while the contralateral ganglia served as controls. After staining the ganglia, the nerve tips were cut off and the dye was extracted with acidified 70% alcohol. Subsequently, the extracts were measured colorimetrically, and the intensity of staining of the experimental ganglia was expressed as a percentage of the controls. The results are shown in Figure 14. It was shown that nerve cells, too, react to sound and, like muscle fibers, show a maximum area of reception in the region of 3,000 cps.

Finally, Nasonov and Rozental' (1950) discovered a similar reaction
to sound by cells of frog kidney epithelium* (Figure 15). Comparing the changes in muscles, nerve cells, and kidney epithelium (Figures 11, 14, and 15), it will be seen that in all these tissues the same maximum reaction occurred at 3,000 cps.

FIGURE 13. Increase in sorption of neutral red by sartorius frog muscles exposed to audible sounds, of various intensities, at a frequency of 3,000 cps. The shaded area is that of intensities causing contraction (according to Ravdonik, 1949).

FIGURE 14. Staining power of neutral red of:
1—nerve cells of spinal ganglia of the rabbit;
2—frog muscles, under the influence of sounds of different frequencies at the same intensity (120 db). Frequencies are given on a logarithmic scale (1—according to Nasonov and Ravdonik, 1950; 2—according to Nasonov and Ravdonik, 1947).

* Kidney epithelium was stained only with an acidic dye (0.08% phenol red), since basic dyes cause marked granule formation in kidneys.
On this basis, it may be concluded that sounds in the region of acoustic reception may act as direct physiological stimulants on cell protoplasm, without the participation of the auditory organ or the nervous system.

The question then arises: in what manner is sonic energy registered by the protoplasm?

Our hypothesis is based on the denaturation theory of damage and excitation. In our opinion, any agent causing denaturation of native proteins in vitro may serve as a stimulant, since protoplasmic protein (which can be easily denatured) is the component which first receives the action of any stimulant. The capacity of sound to denature native proteins has already been established (Chambers and Flosdorf, 1936). The intimate mechanism of this process is as yet unknown. Its elucidation is a task for organic chemists.

**FIGURE 15.** Changes in staining of frog kidneys with phenol red after excitation by sounds of different frequencies (according to Nasonov and Rozental, 1950).

The dotted line designates the intensity of stimulation used—120 db.

During the propagation of sound waves through any medium whatsoever, periodic increase and decrease in pressure take place. Rhythmic vibrations of the particles occur parallel to the direction of the wave motion, and there is some increase in temperature. It could be assumed that each of these changes may excite living protoplasm. But the changes in these measurements (in absolute values) are very small. For example, the amplitudes of oscillation of air particles were measured in micro; and on passing sound through liquid, as in our experiments on vital staining, or through protoplasm, the actual shift of the particles would need to be measured in A.

Mechanical (tactile) stimulation is feasible only if protoplasm is to some extent deformed, i.e., if displacement of the protoplasmic particles in relation to each other occurs. However, the length of the sound wave in liquid (about 0.5 meter at 3,000 cps) exceeds to such extent the dimensions of the muscle fiber that the relative displacements of the particles of the latter will still be many times less than the amplitude of the former. It is self-evident that such small deformations cannot cause a tactile stimulation of protoplasm.
Pressure increases only by millionths of fractions of an atmosphere upon propagation of sound of the strength used by us. It is quite improbable that such changes could influence protoplasm. It will be shown later that skeletal muscles of frog register hydrostatic pressure starting from 100 atmospheres, i.e., from values exceeding one hundred million times the pressure of sound of the strength used in our experiments.

The same is also true of temperature which, following the action of sound, increases by only 0.00001 degrees. But that cell protoplasm reacts to sound is beyond any doubt.

Small pressure changes may be magnified when the rhythm of the vibrating particles is in resonance with other structures. It may be assumed that it is the protein molecules in the cells, possibly denatured by sounds of certain frequencies, which oscillate. In this respect, the maximal reaction of 3,000 cps on the staining power (curves 11, 14, and 15) and the corresponding zone of contractions are of special interest. These phenomena may be due to resonance. Another explanation, given by the physicist Frenkel (1948), was that of relaxation oscillation. Neither theory is fully confirmed.

It is interesting to note that sound waves which are most easily perceived by the human ear are similarly perceived by muscles. In Figure 16, the sensitivity curve of frog muscles to sound of different frequencies and the sensitivity curve of the human ear (threshold of sound perception in a free sonic field) are compared by the method of vital staining according to the data of Sivian and White (1933). The similarity of the two curves can hardly be explained by simple coincidence.

The changes in muscles occurring after optimal oscillations of 3,000 cps are probably characteristic of changes in cells of many other organisms.

It is highly likely, therefore, that the capacity of protoplasm to receive direct sound stimuli is accentuated by the development of the auditory apparatus, whose receptor cells may contain protoplasm with different
sensitivities to frequencies within the normal range of hearing*. In this case, the whole complicated structure of the organ of Corti and the transmitting mechanism of the middle ear could be considered as an additional apparatus, which appeared in the process of evolution, acting mainly as a potent sound amplifier, while the function of the peripheral analysis of tones is performed mainly by the auditory epithelial cells themselves, the protoplasmic proteins of which may be "tuned" to different tones.

This theory explains the mechanism of sound perception by animals which do not possess an organ of Corti, but are nevertheless able to distinguish tones (e.g. fishes). It also explains certain difficulties connected with the resonance theory of Helmholtz.

Reaction of Protoplasm to High Hydrostatic Pressure

This reaction is of special interest. Since high pressure does not affect the process, vital staining can be performed during the action of the stimulant. This stimulant has another advantage compared with other agents, in that it may be applied instantaneously, and be completely removed. Furthermore, it acts simultaneously on the whole object, including its very deepest parts. For us, it is of interest also because there are quite convincing data in favor of the contention that the reaction of living protoplasm to hydrostatic pressure is explained by the denaturing effect of this agent on native proteins.

In experiments of this kind, it is essential to remove gases from the system, since an increase in pressure may increase the solubility of gases. On decompression, gases in the form of bubbles may damage the protoplasm. In addition, even gases like nitrogen may acquire toxic properties under pressure (for further details, see Lazarev, 1941).

There are many papers on the influence of pressure, and there are comprehensive reviews of the literature up to 1948 (Cattell, 1936; Ebbecke, 1944; Tongur, 1947; Bridgeman, 1948).

The general conclusion which may be drawn from the latter is that pressure of a sufficient magnitude (of the order of several hundred atmospheres) causes inhibition and reversible suppression of various vital functions (e.g., cessation of motion of animals, contraction of striated muscles, cardiac arrest, contraction of heart muscle, suppression of the rhythmic activity and contraction of smooth muscles, decrease or arrest of nerve excitability, etc.). In a number of cases, at a lower pressure a stage of functional activation may be observed (increased motor activity, an acceleration and increased amplitude of heart muscle contraction and of that of smooth muscles; a lowering of the nerve threshold response, and multiple reactions to a single stimulus of the nerve).


* There is a strong basis for the assumption that the thresholds of perception of sonic stimuli by the protoplasm are considerably lower than the thresholds of action of sounds on protein in vitro.
It was found that the first flicker of contraction of frog muscle may sometimes be observed at 150-180 atmospheres, but in general contraction took place on increase of pressure to 200-300 atmospheres. The muscle response to stimulation by pressure is of an obviously gradual nature: higher pressure caused greater contraction of the muscle (Figures 17 and 18). Such contraction was freely reversible: on decompression the muscle returned to its initial length, and only at pressures above 450 atmospheres or upon prolonged action of lower pressures, did the contraction remain after the pressure ceased (Figure 18, pressure of 500 atmospheres). Ebbecke draws an analogy with contractions caused by different chemical and physical stimuli, and he uses the term "mechanonarcosis" in the case of pressure. In his opinion pressure as a stimulus is closest in its properties to electric stimulation, and contraction due to pressure is very similar to muscle contraction under the cathode (the so-called "cathodic barrage"). The only difference is that in the latter case local contraction takes place, while pressure simultaneously influences the whole muscle. Ebbecke also points out that contraction by pressure is fully analogous in its height and course to a single contraction and a short tetanus. This analogy is also confirmed by the fact that, as will be seen later, the same biochemical processes take place as with a normal muscle contraction caused by a stimulus conducted by the nerve.

In our laboratory, the reaction of muscle to changes in hydrostatic pressure was investigated by Golovina (1955a). In order to determine the degree of paranecrosis, the quantitative method of vital staining was employed.

In order to create high hydrostatic pressure, a hydraulic press and special reactors were used, i.e. thick-walled steel cylinders with a narrow chamber in the middle. The chamber was filled with liquid, and the aperture was closed with a steel punch. A rubber (tightening) gasket was used.

A sartorius frog muscle was placed inside the chamber, in a glass test tube filled to the brim with the dye solution and stoppered with a rubber stopper, through which pressure was transmitted to the tube. In all the experiments, special attention was paid to avoid air bubbles.

The staining, extraction of the dye and comparison of sorption by the experimental and control muscles were performed as described in the experiments with sound. The action of pressure with simultaneous staining lasted 30 minutes. Neutral red and phenol red dyes were used in dilutions of 0.01%, prepared in Ringer's solution.
Firstly it was shown that increase in hydrostatic pressure had no effect on the staining of dead tissues. Muscles previously killed by alcohol did not show differences in sorption staining under a pressure of 1,000 atmospheres, as compared with controls stained under normal pressure. However, in living muscles a difference was invariably seen in staining when pressurized and nonpressurized muscles were compared.

Table 9 and Figure 20 give data on staining of muscles with neutral red. In the course of experiments, a difference was observed in the reactions of muscles of winter and spring frogs, the muscles of the latter being more sensitive to pressure. At 100 atmospheres, they already showed a decrease in sorption of 15.3%, while the sorption properties of the former were not affected. Only at a pressure of 200 atmospheres was a decrease in staining of muscles from winter frogs seen (-22.2%).

Pressures of 100 and 200 atmospheres were below the threshold. However, investigations of the effect of pressure which causes contraction show a different picture. At a pressure of 400 atmospheres, the pressurized muscle stained more strongly than the control. The significant difference in staining was +30.2%. This difference was even greater with increase in pressure. At a pressure of 1,000 atmospheres, it reached +60.4%.

Thus, the relationship of dye sorption to the magnitude of pressure is biphasic; decreased sorption at a "subthreshold" value of pressure is replaced by increased sorption at a higher pressure (Figure 20).

In order to elucidate whether the changes obtained in sorption were not a result of shift in pH under the influence of pressure or granule formation, Golovina performed experiments with the diffusable acid dye—phenol red.

The results of these experiments are given in Table 9 and in Figure 21. At 100 atmospheres a decrease in sorption of 9.7% was observed; at 400 atmospheres—an increase of 36%; and at 1,000 atmospheres—an increase of 76.8%.

Thus, a biphasic curve was also observed upon staining with a diffusible acid dye. This proves that neither pH changes nor the influence of granule formation cause the results obtained. Sorption of the dyes by muscles protoplasm under the influence of high pressure is a genuine phenomenon.

When muscles were removed from the chamber during the phase of lowered absorption, in the majority of cases they did not differ from the controls, although sometimes they were somewhat shorter. Probably a 200-atmosphere for 30 minutes was for certain muscles already a threshold limit. Contraction probably occurred at the end of the stimulus, since
a 10-minute pressure did not cause contraction. Muscle excitability, as measured by the discharges of a condenser of 30 microfarads immediately after decompression, was somewhat increased, and continued to rise for several minutes. In a number of cases, the muscle contracted for 3-12 minutes. After 10-15 minutes, excitability began to decrease, sometimes down to the initial level, or below it. The results of an experiment of this type are illustrated in Figure 22.

![Figure 22. Binding of neutral red by sartorius frog muscle during the action of pressure](image)

**TABLE 9**

Changes in sorption properties of sartorius frog muscle during the action of increased hydrostatic pressure (staining as a percent of dye control) (according to Golovina, 1955a)

<table>
<thead>
<tr>
<th>Dye</th>
<th>Season</th>
<th>Pressure, atm.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>100</td>
</tr>
<tr>
<td>Neutral red</td>
<td>Winter</td>
<td>+2.5 ±5.2</td>
</tr>
<tr>
<td>Neutral red</td>
<td>Spring</td>
<td>-15.3 ±3.4</td>
</tr>
<tr>
<td>Phenol red</td>
<td>Spring</td>
<td>-9.7 ±2.0</td>
</tr>
</tbody>
</table>

![Figure 21. Binding of phenol red by the sartorius muscle of spring frog during the action of pressure](image)

A 5-minute staining of the muscle, one minute after decompression (in the period of the greatest increase in excitability) led to decrease in sorption of 17.8%. This condition of lowered staining power probably disappeared as quickly as the condition of increased excitability, since a
20-minute staining gave a considerably smaller and statistically insignificant result: ± 3.3 ± 4.4% (Golovina, 1958a).

Golovina (1958b) also investigated the brains of white mice.

The rhythmic contractions of the muscle are shown by diagonal shading. The shaded area designates the duration of pressure action on the experimental muscle.

Such a brain, from which the membranes were removed, was stained while under pressure for 10 minutes at 17-20°C. Another brain from an animal of the same batch served as a control. The dyes used were neutral red (0.1% solution) and phenol red (saturated solution). The results are illustrated in Figure 23, from which it will be seen that the basic dye (neutral red) caused a clearcut increase in staining, starting from a pressure of 400 atmospheres. Staining with phenol red shows a greater increase in sorption at all points, which at 400 atmospheres reached 22%, and at 2,000 atmospheres 108%. Thus the action of high pressure on the brain clearly increased the sorption of both acid and basic dyes, and, as in the case of the muscles, increase was not due to any change in pH.

On comparing the reaction of the brain with that of the muscles, no stage of decreased sorption is detected in the former, while it is well marked in the latter. It is quite possible that this is associated with the worse condition of the "surviving" brain as compared with the surviving muscles.

Finally, Suzdal'skaya (1955) studied in our laboratory the effect of high pressure on the in vivo binding of basic and acid dyes by the pancreas and salivary glands of the mouse. Her data are illustrated in Figures 24, 25, and 26. These show that the cells of salivary epithelium were much less sensitive to pressure than muscle and nerve tissue cells. Only a pressure of 1,000 atmospheres caused an increase in staining, greater with acid than with basic dye. Subthreshold pressure applied to glands and muscles led to a small decrease in staining of salivary epithelium.

The action of pressure on a living system has not been fully explained, and various authors have approached it from different points of view.
Thus, Cattel (1936), ascribed a greater importance to colloid changes in protoplasm, and hence to change in viscosity and in viscous-elastic properties. Ebbecke (1937, 1944), as already indicated, held that pressure acts as any narcotic does, and proposed the term "mechanonarcosis".

Johnson, Marsland, and other authors (Brown, Johnson and Marsland, 1941; Johnson, Brown and Marsland, 1942a, 1942b; Johnson, Eyring, and Williams, 1942; Johnson and Eyring, 1948; Brunk, Harvey and Johnson, 1952) concluded that the effect of pressure on the intensity of bacterial luminescence is explained by its effect on the protein structure of the enzyme, luciferase. Under various conditions of equilibrium between the denatured and native forms of luciferase, the equilibrium shifted in certain cases towards a denatured form, with decrease in luminescence, or, alternatively, in the direction of the native form, leading to increased luminescence. In the opinion of these authors, the essence of pressure action is its interference with denaturation occurring with increase in volume, and in a shift in equilibrium in the direction of a greater amount of the native form of luciferase.

Although not all the points of the above authors' concepts have been confirmed, the presentation of the problem is highly interesting and promising.

The data obtained in our laboratory by Golovina (1955a, 1958a, 1958b) and by Suzdal'skaya (1955) on increased sorption properties of protoplasm due to high pressure also prove that cell proteins under these conditions undergo changes similar to denaturation. A further proof is the observation of Deuticke and Ebbecke (1937) on the decrease in solubility of muscle proteins following pressure.

There is also direct evidence of the susceptibility of proteins to pressure in vitro. Bridgman (1914), using egg albumin, observed a considerable increase in density at 5,000 atmospheres, and complete coagulation at 7,000 atmospheres. Later, curdling and coagulation were observed by Basset, Macheboeuf and Sandor (1933); Dow et al. (Dow and Matthews, 1939); Laufle and Dow, 1941); and finally by Tongur (1948, 1949).

Many authors have described the inhibitory effect of pressure on protein denaturation by different agents (Johnson and Campbell, 1945, 1946; Johnson and Wright, 1946).

Tongur and co-workers studied the restoration of proteins by high hydrostatic pressure (Tongur, 1947, 1948; Tongur and Kasatochkin, 1950; 1952; Tongur and Kazmina, 1950; Tongur and Tongur, 1951). The authors observed a return of denatured protein to its native condition under the influence of pressure. Pressures causing such restoration are lower than those capable of causing denaturation of proteins (the latter starting from 700 atmospheres).
Thus, a sufficiently high hydrostatic pressure is capable of denaturing native proteins in vitro, while low pressure may restore them. These data aid greatly in elucidating the results obtained by the method of vital staining.

Chapter 3. Local Reaction and Stimulation

Excitation and Damage

To date, there is no generally accepted and established definition in physiology of the term "excitation". Therefore every physiologist, in using the term, should clearly define his interpretation of it.

The present book deals only with cellular excitation and not with stimulation of the whole organism, which means something quite different. "Cellular excitation" implies reversible changes in protoplasm occurring under the influence of changing external conditions.

On the basis of a series of data, it is assumed that excitation of protoplasm is characterized by specific physicochemical and biochemical properties, and that the phenomenon has developed in the process of evolution, as a condition essential for the existence of any living organism.

This definition of the term "excitation" corresponds to the highest known form of excitation of protoplasm resulting from an impulse travelling along a nerve or muscle fiber.

The same may also be said of excitation of secretory cells, various receptor elements in sensory organs, mature egg cells after fertilization by spermatozoa (or parthenogenesis in cases of artificial parthenogenesis), connective tissue and epithelial cells which, due to stimulation, pass from the inactive to an active state, or proliferate, etc. It should be pointed out that the last of these examples has been little studied as yet. Thus, data on excitation is obtained mainly from the study of nerve or muscle tissues.

In this connection arises the problem of how to consider the local cell reactions due to alterations of protein molecules (similar in nature to the initial stages of denaturation of native proteins in vitro) expressed by paraneoplastic changes in the protoplasm.

* A review of the literature and attempts to analyze the term "excitation" may be found in the papers by Mangold (1925) and Frédéricq (1928).
We treated these changes in protoplasm mainly as "reversible damage", a term which met with no opposition (Nasonov and Aleksandrov, 1940). Objections appeared only when the problem at hand was defined as "the reaction of living substance to external influences". We were told, and at first sight with good reason, that simple damage of alteration is not yet a "reaction", since by its meaning this word (reaction—reverse action) should designate a process caused by the action of the agent and directed against it. If such a process does not take place, but there is only a passive change of the system under the influence of external force, we are justified in speaking only of "damage" or "alteration". In discussing paraneptic changes in protoplasm, only reversible change, repairable by the cell itself, is implied. It is assumed that this repair may be achieved only by active participation of cell metabolism. Consequently, paranecrosis is not only a passive "de-naturation" of protoplasm proteins, but also a mechanism initiating a chain of metabolic reactions directed to its repair. This being so, paranecrosis may not only be termed "reaction", but also by our definition "excitation".

Unfortunately, there are no concrete data from which the properties characteristic of the primordial primitive organisms can be deduced. Primitive organisms, being only fragments of protoplasm, should be able to repair such damage to protein structure which results from drastic environmental changes. Without this, the existence of these organisms would not be feasible. This property of cell repair is probably as basic and as old as that of metabolism, cell division, and growth. From this point of view the reversible damages of protoplasm may be regarded as the most primitive form of excitation. This being so, paranecrosis is not only the simplest and most common, but phylogenetically the most ancient, form of excitation.

If the first step in the evolution of excitation was the ability to repair damage which itself was a stimulus for repair, the next step should have been protection. Damage itself should have become a release mechanism, not only of biochemical processes leading to repair, but also of such processes which conditioned either defense against danger or its avoidance (e.g., withdrawal of pseudopodia, movement of the organism away from the harmful agent, i.e., various tropisms*, or by secretion of protecting substances, etc.).

Higher in the evolutionary scale, with development of the nervous system, the most perfect form of excitation appeared—the spreading excitation. This enabled transmission of signals from the part of the organism subjected to environmental change (the receptor), to another part of the organism which was the effector mechanism. This spreading excitation not only modified the behavior of the organism in relation to the surrounding environment, but also coordinated the activity of different parts of the organism with respect to each other.

* This theory explains only negative taxis and tropism. The positive ones, manifested not in avoiding harm but in striving toward something expedient, require another explanation. However, taxis and tropisms are always expressed in motion or growth along a certain gradient, and therefore withdrawal from harm is also a striving towards the expedient. Thus, if an organism moves away from low temperature, this is equivalent to an attempt to reach a higher temperature. Later, in the course of evolution from these primitive forms, more specialized types of taxis developed, such as chemotaxis.
FIGURE 27. Irradiation of a local reaction through protoplasmic bridges in spermatogonia of a grasshopper pricked with a micro needle (according to Chambers, 1925)

A—rosette of 5 interconnected spermatogonia; B—coagulation of nuclei after pricking one of them with a micro needle.

In our 1940 monograph, there was much evidence that local reaction is capable of spreading not only in the nerve elements, albeit slowly and with gradual fading. As an example we mentioned the old observation of Verworn (1896a, 1896b) on irradiation of damage caused by pricking the pseudopodium of a rhizopod (Hyalopus) with a needle. This damage was reversible, manifested as a spreading turbidity of the protoplasm and contraction and withdrawal of the pseudopodia. Another example was taken from a paper by Chambers and Renyi (1925). These investigators pricked living cells of the multi-layered squamous epithelium of mammals with a micromanipulator needle. These cells are interconnected by protoplasmic bridges. Soon after pricking one of the cells, signs of paramaecrosis appeared in its protoplasm and nucleus. After some time, similar changes appeared in neighboring nonpricked cells and later paramaecrotic changes began to irradiate from the damaged area along the intracellular bridges to involve ever-increasing sections of tissue. In epithelia without intracellular bridges, no irradiation of damage was observed. Such an irradiation of local reaction was observed by Chambers (1925) upon pricking one of the spermatogonia of a grasshopper, connected with others by protoplasmic appendages. Nuclear changes were first seen in the pricked cell and later in all the others connected with it by plasmodesmata (Figure 27). Later, Chakhotin (1935) described irradiation of damage caused by radial pricking of a segment of erythrocyte protoplasm.

Finally, a good example of the spread of local protoplasmic reaction may be observed on local damage of a striated muscle fiber. Cutting of, or pressure applied to, such a fiber, produced a swelling in the damaged zone. The latter strongly refracts light, and stains intensely with vital stains. However, the borders of this damage never remain fixed. They soon begin to move along the fiber, involving large sectors of living protoplasm, as if the damaged protoplasm caused the death of neighboring intact regions. In our laboratory this phenomenon was studied in detail by Raevskaya (1948), using the method of "time-stop" photomicrography. Among other things, she showed that in the absence of calcium ions, the damage in the muscles practically did not spread. Further study showed that spread of damage along a healthy fiber is due to an electric mechanism (Rozental', 1946, Nasonov and Rozental', 1947).

The basis for this assumption was an observation that the velocity of spread of the damage is very small, i.e. about 0.04 mm per hour, in a muscle located in a medium of low electroconductivity (for example, in a moist chamber), while in media which are good conductors of electric current (e.g. Ringer's solution), this process is much faster (about 0.3 mm per hour). It was suggested that the reason for change in the protoplasmic sector adjacent to the damaged one was a resting current, which was closed through the surrounding medium, as shown in Figure 28. In other words, it was assumed that the mechanism of damage irradiation was similar in nature to the mechanism of irradiation stimulus in conducting fibers.
In order to confirm the above assumption it was necessary to create an environment in which two muscles were kept under exactly the same life conditions, but for one of them, the resistance to closure of the resting current through the surrounding medium was greater than for the other. For this purpose one of the muscles was placed on an agar-agar layer 2 mm thick, diluted with Ringer's solution, while the other was placed on a layer of agar approximately 0.08 mm thick. The results of the experiments (see Figure 29) completely confirm the theory of the electric mechanism of irradiation. The spread of damage was faster on the thick agar layer, slower on the thin one, and hardly observed at all on glass.

Later, S.N. Aleksandrov investigated the velocity of spread of damage in muscles in relation to the fiber diameter (1948a), and temperature (1949). He also studied the special nature of spread of damage in tonic muscles (1955). It is well known that the velocity of spread of a stimulus along nerve fibers is directly proportional to their diameter. The same relationship was found by Aleksandrov for the velocity of spread of damage in muscles. Thus there is another feature common to spread of damage and to excitation.

The same conclusions on the mechanism of irradiation in muscles were reached independently by Rotschuh (1955), in a paper that appeared considerably later than ours, and this author, too, correlated the phenomenon with spreading of physiological excitation in nerve fibers.*

It is quite possible that the ability to transmit local excitation rapidly along nerve fibers over a long distance evolved from those primitive phenomena of irradiation of local reactions of protoplasm, which may even now be observed in various cellular elements not specialized to transmit impulses.

All these observations form a basis for the theory that reversible change in protoplasm occurring as a reaction to changes in environment is the most ancient form of excitation. On the basis of this excitation there evolved the perfect form of neural transmission for the whole animal kingdom. This does not imply that on passage of a stimulation wave along the nerve fiber, the same processes occur in the protoplasm of the latter as following the action of any stimulant on an epithelial or connective tissue cell. Undoubtedly, in the process of evolution, the denaturation changes of protoplasm proteins seen in ordinary paraneurocrosis might have acquired a special character adapted to rapid appearance during short-lived electric stimulus, and similar rapid repair. However, it is also beyond doubt that such apparently different phenomena as nervous and muscular stimulation on the one hand and reversible damage, on the other, have many common features. This is especially well seen in the so-called muscular contractions which will be presently discussed.

---

* Rotschuh, who was evidently unaware of our work, does not cite it, and claims that he was the first to propose the theory of electric mechanism of damage spread.
Excitation, Damage and Narcosis of Skeletal Muscles

The idea of a relationship between protoplasm damage and protoplasm excitation is very old, and it is difficult to establish which physiologist first formulated it. It is based on the obvious fact that all the agents causing excitation may also cause protoplasm damage if they exceed a certain level. Also, many manifestations of excitation, such as electronegativity, release and exit from the protoplasm of certain electrolytes and a decrease in excitability (refractivity), are characteristic of damaged protoplasm.

On the basis of in vivo studies of the cytoplasm and nucleus of different cells, we frequently correlated these two conditions (Nasonov and Aleksandrov, 1940; Nasonov and Rozental’, 1947; Nasonov and Ravdonik, 1947; Kiro, 1948). Later, in a series of special experiments on muscles, we tried to determine the sequence of appearance of manifestations of excitation and damage on increasing the strength of the stimulus.

In the majority of these studies the sartorius frog muscle was used, because of its homogeneous structure. In certain cases only, the straight abdominal muscle was used. Different stimulants were used, and the contractions studied.

The natural contraction of skeletal muscles is the so-called tetanus. As in the case of nerve fibers, an electric mechanism is the means by which the stimulation wave travels along the muscle. (For further details, see Part IV of this book). Pure contractions, i.e., contractions of long duration, not tetanic, but of a stable, nonoscillating nature, are not seen under natural conditions. As shown by Zhukov and his co-workers, prolonged tonic contractions, as observed in different pathological conditions, are something between natural tetanus and a stable nonfluctuating contraction, as in healing fractures of extremities, or in certain special cases (tonus of the extremities of the frog in the mating period, constrictor muscles of the mollusk shell, etc.) (Zhukov, 1956).

Nevertheless, the study of contractions is of great interest to the physiologist since natural tetanus may be considered as a series of consecutive contractions, caused by a cathode current.

Most of the literature available on muscular contractions was collected and analyzed in the beautifully compiled review by Gasser (1930), after which no fundamentally new research has been done in this field*.

Following, to some extent, his arbitrary classification, muscular contractions are divided into three groups: 1) veratrine-like contractions; 2) contractions of the acetylcholine type occurring under the influence of agents specifically acting on the receptors; 3) nonspecific contractions appearing in any muscle under the influence of various physical and chemical stimuli.

We only investigated the latter group in relation to varied agents used in a sufficiently large dose, e.g. temperature, radiant energy, electric current, hydrostatic pressure, mechanical action, audible sounds, acids, alkalis, salts, narcotics, alkaloids, etc. In this case, the contraction may be considered as the most typical, nonspecific response reaction of the living cell to any change in the external environment.

* For more recent literature, see Cuffler, 1946.
Gasser reached the same conclusion, on the basis of extensive literature. In his opinion, contractions possess all the attributes of stimulation of muscle tissue. Indeed, contractions are accompanied by tension with which mechanical work, characteristic of the muscles, may be performed. Contractions are accompanied by heat formation. The area of muscular contraction is electronegative in relation to the resting part. Finally, in contractions, all the elements of metabolism of muscle at work were found (see below). A basic difference between the contractile and tetanic shortening of muscles is the fact that the latter are not due to continuous waves of stimulation, but to stable, nonoscillating stimulation. The magnitude of this, as expressed by the height or force of the contraction, is directly proportional to the strength of the stimulus. In other words, it is gradual and the "all or none" law does not apply to it (Figure 30).

As will be seen later, the majority of stimuli possess their own threshold of action. On gradually increasing the strength of the stimulus, a narrow zone may always be found, where the response reaction first appears in the form of weak contractions. With the determination of these thresholds, the lowest intensity of the given agent sufficient to act as a physiological stimulus can be established.

We also tried to establish at what intensity this agent acts as a damaging factor. For the determination of this threshold, and for objective evaluation of the degree or depth of protoplasmic damage in muscle fibers, the above-described colorimetric method was used.

It has already been mentioned that for many years we studied these nonspecific changes in living protoplasm of various cells following the action of any stimulant (Nasonov and Aleksandrov, 1940). We concluded that these changes are always similar, regardless of whether they are caused by a physical or a chemical agent. A detailed investigation led us to believe that these changes depend on alterations in protoplasmic proteins in vitro, termed paranecrosis. This was also confirmed by Makarov (1930), who, using different materials, from protozoa to muscle and nerve cells of vertebrates, found that paranecrotic changes occur almost simultaneously with cell narcosis, which is a sort of functional expression of protoplasm damage.

Thus there are two quantitative methods of evaluation of cell damage. Damage of living substrate was measured colorimetrically (curves B in Figures 33-35). The functional damage was measured by the appearance of cell narcosis (complete loss of electric excitability of muscles—curves A in Figures 33-35). Both these values are in direct, quantitative dependence on the strength of the stimulus.

* Here and later the term "cell narcosis" will be used in the widest sense, designating reversible loss of excitability caused by any agent whatsoever.
We attempted a comparison between the intensity of the stimuli causing local stimulation (contraction) with the intensities causing damage (narcosis, paraneurosis). When this work began we anticipated obtaining results according to the Arndt-Schulz rule (i.e., an increased dose of the agent first acts as a physiological stimulant, and later as a damaging factor, causing suppression of function, narcosis, and death). However, our conclusions were different and applied to any of the chosen stimulants.

**FIGURE 30.** Relationship between the force of muscular contractions and the concentration of the substance used

A—ethyl alcohol; B—quinine hydrochloride; (A—from Nasonov and Suzdal'skaya, 1948; B—from Nasonov and Rozental', 1948).

In order to study the narcotic action of chemical agents causing muscle contractions, a series of dilutions of the substances in Ringer's solution were used. Each solution was twice as strong as that preceding it. The narcotic action of each concentration was determined by the time of onset of complete cell narcosis, i.e., a condition of the muscle when it did not respond to direct stimulation by induction current even by localized, hardly noticeable contractions. The current was supplied by the coils of a DuBois-Reymond sledge apparatus, completely drawn together and fed by a 4-volt battery. When cell narcosis occurred, the time of immersion in the solution under test was measured. The muscle was immediately transferred to pure Ringer's solution in order to determine the reversibility of narcosis. The results were illustrated in the form of logarithmic graphs (Figures 31-35).

It has been shown that the time curves characteristic of the narcotic capacity of a substance can be divided into two categories.

The curves of the first category are illustrated in Figure 31. The line ab corresponds to the duration of time which frog muscles survived in Ringer's solution. At room temperature, this was 2-3 days (3,000-4,000 minutes). Nasonov (1949a) and Ushakov et al. (Il'inetskaya and Ushakov, 1952; Ushakov, 1953a, 1953b; Lopatina, Ushakov and Shapiro, 1953; Ushakov and Dzhamusova, 1954; Ushakov and Krolenko, 1954) have shown that progressive increase in the concentration of these substances, starting
from a very low value, shortens the survival time of frog muscles very gradually. A straight line is obtained, having a comparatively acute angle (α) to the horizontal (Figure 31). This means that with increased concentration of the substance (C) in Ringer's solution, the time of onset of complete narcosis (t) is always shortened in compliance with the same law which may be expressed by the empirical formula $t = \frac{a}{C^n}$ (at sufficiently high values of C*).

**FIGURE 31.** Nonthreshold relationship between the concentration of the substance tested, and the onset of muscular nonexcitability (narcosis)

A—cadmium sulfate; B—malachite green; C—monoiiodoacetic acid; D—sodium fluoride.

(A, B, D—according to Ushakov, 1953a, b; C—according to Ushakov and Krolenko, 1954). For further details, see text.

Among this group, according to Ushakov, are metabolic inhibitors, thiol poisons, and temperature. Lozin-Lozinskii (1955), also includes substances causing a photodynamic effect. For the majority of substances, another, more complicated rule exists, illustrated in Figures 32-35. This will be discussed, taking the effect of MgCl₂ on frog muscles as an example.

* The logarithm of the formula $t = \frac{a}{C^n}$ is: $\log t = \log a - n \log C$. This is an equation of the straight line, where n determines the slope of the line with the abscissa axis, and $\log a$ gives the position of the line in the coordinate system.
Concentration, \( \text{MgCl}_2 \)

FIGURE 32. Threshold relationship between the concentration of \( \text{MgCl}_2 \) and the onset of muscular narcosis (according to Rozental', 1948).

The shaded area represents concentrations causing contractions. For further details, see text.

Addition of this substance to Ringer's solution at first had no effect on the muscle. Increasing the concentration above 1% caused a rapid decrease in the time necessary to produce complete narcosis (Figure 32). The curve drops at almost a right angle and breaks at point c, after which further shortening of the time of narcotization is slowed down. At the point of the break (4% \( \text{MgCl}_2 \)), complete narcosis occurred after 20 minutes, while at a 1% concentration the muscle survived, as did the control, for about three days. In other words, with a gradual increase in concentration of \( \text{MgCl}_2 \), its narcotic effect increased suddenly, and not, as in the substances illustrated in Figure 31, gradually. The curve relating the time of onset of narcosis to concentration was of the same nature for all the 13 chemical agents studied (Figures 33-35). The lower point of its inflection (c in Figure 32) at which narcosis of the muscle first started is of special interest. We shall call this point the threshold concentration, and the narcotic action of this type we shall call the threshold action, as distinct from the nonthreshold, gradual one illustrated in Figure 31.

Ushakov, studying these two types of cell narcosis, stressed the fact that the nonthreshold type is always observed when the chemical agent concerned is a metabolic inhibitor, paralyzing some link of intracellular metabolism. His theory was that in the case of threshold action, metabolic reactions directed towards repair of damage caused by the poison started immediately when the narcotic entered the protoplasm, these reactions being first of all directed towards repair of denaturation changes in native proteins. As long as the concentrations of the poisons were not too high, the cell metabolism could cope with them. The cell could adapt to the action of the poison, and the muscle fibers did not lose their excitability in its presence. When the concentration of the poison reached a certain critical level, adaptation of the cell became impossible; metabolism could not "correct" the protein damage caused by the poison, and the curve of time of onset of narcosis dropped steeply. Nonexcitability of the muscle fiber began to develop quickly, at first being reversible and later irreversible.

Ushakov nicely explained the threshold nature of the narcotic action, whereby this value ought to be determined by the limit of adaptation of protoplasm to the poison*.

* Ushakov (Lopatina, Ushakov, Shapiro, 1953) put forward the theory that at concentrations above the limit of adaptation (shaded area in Figure 32), the velocity of onset of nonexcitability is determined only by denaturation of protoplasm proteins. The relationship between this and the poison content of the solution is given by the sector cd in Figure 32. According to Ushakov, if metabolism ceases completely, the threshold curve should transform into the straight line acd, and thus become similar to the other nonthreshold curves in Figure 31.
FIGURE 33. Relationship between concentration of the substance and (a) onset of nonexcitability; (b) change in staining power of frog muscles

A—KCl; B—NaCl; C—CaCl₂; D—BaCl₂.

The shaded area represents concentrations causing contractions (A, B—according to Nasonov and Suzdal'skaya, 1948, C, D—according to Rozental', 1948)

If, however, the poison acts as a specific inhibitor, suppressing metabolism already at low concentrations, repair of protoplasm damage does not take place, and a gradual increase in damage is observed with the increase in the dose of poison (Figure 31).

Since our aim was to compare cell damage and the onset of excitation, it was much more convenient to use substances of threshold action for this purpose than substances showing gradual action. With the threshold mechanism, the differentiation between the concentrations where no damages occur and those at which they do appear can be seen with certainty.

The effect of certain threshold substances will be discussed in greater detail. Table 10 and Figure 35 (A) show the concentration of ethyl alcohol within the threshold region of narcosis to be 9%. Above this level, alcohol acts as a narcotic, i.e., it reduces the muscle in a short time to a complete state of nonexcitability.
Indeed, 72% alcohol causes narcosis after an average of 3.3 minutes. Decreasing the alcohol concentration by half (36%) causes an increase in narcotization time by only 1.73 (5.7 minutes). On further halving of the concentration (18%), the time of onset of narcosis (9 minutes) increases 1.6 times. On additional twofold dilution (9%), time of narcotization (68 minutes) increases approximately sevenfold, but upon subsequent twofold dilution there is a great increase in the time necessary for complete loss of excitability. At this concentration (4.5%), the muscles survived on the average 7,632 minutes (127 hours), i.e., more than 100 times longer than in the previous concentrations, and somewhat less than the controls.

Figure 35, A, shows very clearly this steep threshold projection of the narcotization curve from 4.5% alcohol to 9% alcohol*.

* It is not difficult to understand that the threshold nature of the effect of macromolecular substances slowly diffusing into the depth of the muscle will be masked when whole muscles are used. In these cases either isolated fibers or very thin muscles consisting of two rows of fibers should be used.
FIGURE 35. Relationship between the concentration of the substance and (a) time of onset of nonexcitability; (b) change in staining power of frog muscles

A—ethyl alcohol; B—iso-amyl alcohol; C—ethyl ether; D—chloral hydrate; remaining legend as in Figure 33. (A, C—according to Nasonov and Suzdal'skaya, 1948; B—according to Nasonov, 1948a; D—according to Zelenkova, 1949).

The concentration of 9% corresponds to the threshold of the limit of adaptation. This is followed by a concentration area in which narcosis occurs very rapidly and is probably determined only by the velocity of denaturation of protoplasm proteins.

The subthreshold concentration of alcohol (4.5%) located on the very border of rapid decrease in excitability is of special interest. In our experiments the use of this concentration resulted in an approximately similar survival time of muscles as in the controls. Kiro (1954) who studied this zone, further observed that when muscles were taken from fresh frogs and immersed in subthreshold concentrations of certain narcotics (alcohol, urethane, chloral hydrate, and others) added to Ringer's solution, they lived longer than in pure Ringer's solution. The survival time of muscles in a subthreshold concentration of alcohol increased twofold as compared
to the control (Figure 36). The reason for this increased survival time is not yet clear. The investigation showed that the narcotic action of all the alcohol concentrations (except 72%) was reversible. Thus, if the damaging effect were assessed by the speed of onset of complete narcosis, ethyl alcohol acts as a damaging agent, starting from concentrations above 9%.

Table 10

Effect of ethyl alcohol on frog muscles (according to Nasonov and Suzdal'skaya, 1948)

<table>
<thead>
<tr>
<th>Concentration per volume, %</th>
<th>Time of onset of nonexcitability-narcosis, min</th>
<th>Magnitude of contraction, mm</th>
<th>Increase in staining-paranecrosis, (% of control)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>7962</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4.5</td>
<td>7632</td>
<td>0</td>
<td>- 5.5</td>
</tr>
<tr>
<td>9.0</td>
<td>68</td>
<td>3.1</td>
<td>+ 29.1</td>
</tr>
<tr>
<td>18.0</td>
<td>9.0</td>
<td>9.5</td>
<td>+ 63.6</td>
</tr>
<tr>
<td>36.0</td>
<td>5.7</td>
<td>21.6</td>
<td>+ 172.3</td>
</tr>
<tr>
<td>72.0</td>
<td>3.3</td>
<td>22.2</td>
<td>+ 430.3</td>
</tr>
</tbody>
</table>

Remark: Each number in this and in the subsequent tables represents an arithmetic mean of the results of 5-12 experiments.

An attempt was made to assess the degree of paranecrosis due to varying concentrations of ethyl alcohol by the sorption method of dyes. This was not possible because alcohol interferes with the staining of living and dead substrate, at precisely those concentrations at which these agents begin to act as narcotics (Nasonov and Aleksandrov, 1937). We were therefore forced to examine muscles treated with the alcohol solution, and subsequently rapidly rinsed with Ringer's solution. Under these conditions partial repair might have taken place, which had to be ignored, assuming that during this short interval the repair was minimal.

The results of these experiments are shown in Table 10 and in Figure 35, A (curve b). Ethyl alcohol in concentrations up to 4.5% did not affect the binding of the dye to any considerable extent (a certain decrease in staining at 5.5% was observed, which was however within the limit of error of the method). Starting at 9%, a progressive increase in staining occurs, indicating increasing damage of protoplasm with increased concentration of the solution.

Thus, if damage to living substrate were assessed by increased staining power, ethyl alcohol would be considered as a damaging agent and as a narcotic, starting from the same concentration (9%).

In order to find the concentration of ethyl alcohol at which it becomes a physiological stimulant, experiments were performed on muscles on the basis that muscular contractions may be considered as a summation of stable, nonfluctuating local excitation.
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As in the experiments on binding of dye, alcohol of less than 4.5% did not cause any contractions. The first, very weak, but definitely clear-cut contractions appeared in all the experiments only at a 9% concentration (Table 10, Figure 37). Their mean maximum height, measured on the myogram, was 3.1 mm (at a ratio between the arms of the myograph lever of 1:5). Eighteen percent alcohol also caused contractions in all cases, but their average height was 9.5 mm. With 36% alcohol, the average height was 21.6 mm, and, finally, with 72% alcohol, 22.2 mm (Figure 37). The conclusions on comparing these data with those obtained in studying narcosis were that: on progressive increase in the concentration of ethyl alcohol, the threshold of its narcotic effect coincides exactly with the threshold of its effect as a stimulant causing contraction. With further increase in concentration, the rate of onset of complete narcosis and the magnitude of contractions increase in a parallel fashion. Starting from the same threshold, a progressive increase in paranecrosis of the living substrate was also seen.
FIGURE 38. Effect of different concentrations of ethyl ether on myograms of the sartorius muscle of frog (according to Nasonov and Suzdal'skaya, 1948)
A—2.5%; B—5%; C—10%.

Further experiments were performed by the same technic, using ethyl ether. Concentrations of 10, 5, and 2.5% per volume (ether is insoluble above 10%) were used. The results are given in Table 11 and in Figure 35, C.

By observing the onset of nonexcitability, the threshold concentration (5%) was found. At this concentration, complete narcosis occurred on the average after 60 minutes (six times slower than in the next two higher concentrations). However, at a concentration 2.5 times lower the muscles lost excitability after 5,550 minutes, i.e., after a time period almost 100 times longer. Narcosis was freely reversible at all concentrations. As in the case of alcohol, no distinct contractions were observed below the threshold concentrations, but in all cases 5% ether caused clear contractions with no latent period, reaching a maximum after 10-20 minutes (Figure 38).

Thus, ethyl ether acted on muscles with the same regularity as alcohol. In both cases the threshold for narcosis coincided with that of contractions.

Experiments on staining after narcosis with ethyl ether were performed in exactly the same manner as with alcohol (Table 11). A strong increase in staining power (178.2%) was again observed at the threshold concentration (5%). The next concentration (10%) gave approximately the same effect. However, in the case of ether, the subthreshold concentration (2.5%) also caused a noticeable, although much weaker, increase in staining (43.1%).

To sum up, ethyl alcohol causes paranecrosis of the substrate even at subthreshold concentrations, but a sharp increase in paranecrosis is observed on approaching the threshold concentration or exceeding it.

The effect of a neutral salt (NaCl) will now be considered. The experiments were similar to those performed above. Ringer's solution with an increased concentration of NaCl served as the stimulant; the remaining components of the solution were not changed. Solutions containing the following concentrations of NaCl were employed: 0.65% (Ringer's solution (1R), control), 1.3% (2R), 2.6% (4R), and 5.2% (8R). The results are shown in Table 12 and in Figure 33 B.

From the data in Table 12, it will be seen that the threshold narcotic concentration within the range employed was 2.6% NaCl (4R). Complete nonexcitability set in on the average after 48 minutes, while at a subthreshold concentration, the muscles lost their excitability only after 1,235 minutes, i.e., 26 times more slowly. The narcotic effect of all the solutions was easily reversible.

As in the case of alcohol and ether, the subthreshold narcotic concentration of NaCl (1.3%) never caused contraction, while at the threshold concentration (2.6%) a weak, but nevertheless clearcut contraction (4 mm
average) was observed in all the experiments. An eightfold concentration always led to powerful contraction, on the average eleven times greater than the threshold.

### Table 11

Effect of ethyl ether on frog muscles (according to Nasonov and Suzdal'skaya, 1948)

<table>
<thead>
<tr>
<th>Concentration per volume, %</th>
<th>Time of onset of nonexcitability-narcosis, min</th>
<th>Magnitude of contraction, mm</th>
<th>Increase in staining-paranecrosis, (% of control)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>5880</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2.5</td>
<td>5550</td>
<td>0</td>
<td>+ 43.1</td>
</tr>
<tr>
<td>5.0</td>
<td>60</td>
<td>59.5</td>
<td>+ 178.2</td>
</tr>
<tr>
<td>10.0</td>
<td>10</td>
<td>106.5</td>
<td>+ 178.7</td>
</tr>
</tbody>
</table>

### Table 12

Effect of NaCl on frog muscles (according to Nasonov and Suzdal'skaya, 1948)

<table>
<thead>
<tr>
<th>Weight concentration, %</th>
<th>Time of onset of nonexcitability-narcosis, min</th>
<th>Magnitude of contraction, mm</th>
<th>Increase in staining-paranecrosis, (% of control)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.65 (1R)</td>
<td>5867</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1.3 (2R)</td>
<td>1235</td>
<td>0</td>
<td>+ 10.6</td>
</tr>
<tr>
<td>2.6 (3R)</td>
<td>48</td>
<td>4.0</td>
<td>+ 32.1</td>
</tr>
<tr>
<td>5.2 (8R)</td>
<td>6</td>
<td>45.0</td>
<td>+ 122.4</td>
</tr>
</tbody>
</table>

The specific feature of the contractions caused by NaCl was that with their appearance, a variable number of individual twichings were observed which later disappeared. Dzhamusova and Ponomarenko (1954) showed that these twichings are the results of individual impulses remaining in nerve fibers. If the frog muscles were previously denervated and peripheral sectors of the motor nerve were allowed to degenerate, there were no isolated twichings on the myograms, although the smooth contractions appeared at the same concentrations without a latent period*. Experiments with staining have shown (Table 12 and Figure 33B) that very weak paranecrotic changes (average increase in staining of 10.6%) were present at the

* Consequently, in cases where the agent used causes frequent separate twichings of muscles it is important to elucidate whether these depend upon direct contraction of muscle fibers, or on stimulation of the remaining nerve fibers.
subthreshold concentration, while a strong increase in staining power began at the threshold (+32.1%) and increased to 122.4% at a concentration of 5.2%—8R.

Thus, as in the previous cases, the threshold of the narcotic effect of NaCl coincided exactly with the threshold appearance of contractions, i.e., with those concentrations at which NaCl began to act as a physiological stimulant, causing a state of stable excitation in the muscles. Paranecrotic changes of the substrate also appeared at subthreshold concentrations, increasing progressively with higher NaCl concentrations.

KCl is a final example of the action of a neutral salt. It is of interest because, like NaCl, it is an ingredient of Ringer’s solution, although in much lower concentration. Its threshold concentrations are correspondingly lower. In order to study the effect of KCl, the same method was used as in the above series. Ringer’s solution in which only the concentration of KCl was increased was employed as stimulant. The following series of concentrations was used: 0.15, 0.3, 0.6, 1.2, and 2.4%. The results are illustrated in Table 13 and in Figure 33A, from which it will be seen that in the case of KCl, there was a clear threshold of narcotic action at a concentration of 0.3%.

The narcotic effect of potassium chloride was reversible at all the dilutions studied. Here, too, contractions appeared, beginning with the narcotic threshold dose, increasing progressively with higher concentration. It was characteristic of potassium-induced contractions that they occurred instantaneously, reaching a maximum after 1-2 minutes, and subsequently decreasing, sometimes to the initial level (Figure 40). As in previous cases, paranecrotic changes were present to a small extent at the subthreshold dose (increase in staining of 11% on the average), but reached a considerable value (+27%) at the threshold concentration (0.3%).

Thus, KCl acted like the other agents. It was a physiological stimulant, a narcotic, and an agent causing alterations in proteins, starting from the same concentrations. Finally, hydrochloric acid was diluted with Ringer’s solution, being partially neutralized by carbonate. Solutions of 0.02, 0.01, 0.005, and 0.0025 N concentrations were employed (Table 14 and Figure 34A).

Under the given conditions of dilution the narcotic threshold of HCl was 0.005 N. Contractions observed at this concentration were of quite considerable height (33 mm average) and reached 88 mm on the average in 0.02 N solutions. Figure 41 clearly shows that all the contractions caused by HCl showed two peaks.

The experiments showed that a small increase in staining (+7.2%) was seen at subthreshold concentrations of HCl (0.0025 N), while the threshold concentration caused an increase of 87.8%.

Thus, the laws applicable to the action of ethyl alcohol, ether, NaCl and KCl on muscles, also apply to hydrochloric acid.

In addition to these substances, a further series of agents having a threshold effect were investigated. These included three bivalent chlorides—CaCl₂, BaCl₂, and MgCl₂ (Rozental’, 1948); an alkali—NaOH (Suzdal’skaya, 1948b); sodium salts of Br and SO₄; and chlorides of Rb, Cs, and Li (Suzdal’skaya, 1952); hypotonicity, i.e., Ringer’s solution deficient in sodium chloride (Gavrilova, 1948); quinine hydrochloride (Nasonov and Rozental’, 1948); isoamyl alcohol (Nasonov, 1948a), and chloral hydrate.
(Zelenkova, 1949). All these agents were of a different nature, and sometimes even of opposite physicochemical character (as, for example, alkali and acid, excess of NaCl and lack of it). But, as will be seen from Figures 32-35, the effect is the same: paranecrosis, narcosis, and stimulation take place in muscles with the same or very similar doses.

### Table 13

**Effect of KCl on frog muscles (according to Nasonov and Suzdal'skaya, 1948)**

<table>
<thead>
<tr>
<th>Weight concentration, %</th>
<th>Time of onset of nonexcitability-narcosis, min</th>
<th>Magnitude of contraction, mm</th>
<th>Increase in staining-paranecrosis, (% of control)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2760</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.15</td>
<td>1128</td>
<td>0</td>
<td>+11</td>
</tr>
<tr>
<td>0.30</td>
<td>38</td>
<td>22</td>
<td>+27</td>
</tr>
<tr>
<td>0.60</td>
<td>17</td>
<td>56</td>
<td>+30</td>
</tr>
<tr>
<td>1.20</td>
<td>7</td>
<td>94</td>
<td>+40</td>
</tr>
<tr>
<td>2.40</td>
<td>4</td>
<td>88</td>
<td>+42</td>
</tr>
</tbody>
</table>

### Table 14

**Effect of HC1 on frog muscles (according to Nasonov and Suzdal'skaya, 1948)**

<table>
<thead>
<tr>
<th>Concentration in g equiv/l</th>
<th>Time of onset of nonexcitability-narcosis, min</th>
<th>Magnitude of contraction, mm</th>
<th>Increase in staining-paranecrosis, (% of control)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>5817</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.0025</td>
<td>977</td>
<td>0</td>
<td>+7.2</td>
</tr>
<tr>
<td>0.005</td>
<td>66</td>
<td>33</td>
<td>+87.8</td>
</tr>
<tr>
<td>0.01</td>
<td>31</td>
<td>55</td>
<td>+85.5</td>
</tr>
<tr>
<td>0.02</td>
<td>16</td>
<td>88</td>
<td>+77.7</td>
</tr>
</tbody>
</table>

Notes: 1—In the present table, the concentrations of the acid are given without taking into account neutralization by carbonate.

2—For the determination of the magnitude of contraction, the first peak was measured.

The rule applies not only to chemical stimulants but to some extent to such physical agents as high hydrostatic pressure and sound. This is well seen in Figure 13, where there is a sharp increase in vital staining of muscles in the region of 85-100 db, while sonic contractions appear at 90 db.
According to Golovina (1955a), considerable increase in staining of muscles takes place in the zone of pressures of 400 atmospheres. According to Ebbecke and Hasenbring (1935) muscle contractions also appear at this pressure.

Very interesting data were obtained by Butkevich (1948), who treated frog muscles with increased temperature. She observed that muscle immersed in Ringer's solution at 33°C showed no traces of contraction (Figure 42). Only at 34°C did contractions appear, at first very weak, and later growing in intensity. Figure 43 shows rapid reduction in the time of onset of nonexcitability of muscles in this zone, i.e. a rapid development of thermonarcosis (refractivity) and an upward trend of the staining curve, indicating paranecrotic change in the protoplasmic proteins.

In parallel experiments, Butkevich determined the difference between the electric potentials of the heated and nonheated parts of the muscle. The results are illustrated in Figure 44, from which it can be seen that heating to approximately 30°C did not cause any noticeable difference in potential. Later, a certain shift in the direction of positive potential was observed in the heated part, which may be explained by purely physical conditions of the experiment. Still later, starting from 35°C, a steep rise of the curve is seen, completely corresponding to the region of muscular contractions and to the region of onset of refractivity.

The difference in potential might be considered as the injury potential, and as the negativity of the stimulated sector.

During an increase in intensity of a given stimulus acting on living substrate, firstly the threshold region will be reached at which the agent starts to act as a physiological stimulant. This causes muscle contractions. Nonexcitability or narcosis then appears, accompanied by paranecrosis in the protoplasm and elecro-negativity*. On further increase in the intensity, there is gradual increase in the magnitude of the contraction and of the velocity of onset of narcosis, likewise in the degree of paranecrosis and potential difference.

At first sight these conclusions may seem paradoxical. Instead of the expected sequence of excitation, narcosis, and damage (the rule of Arndt-Schulz), there is an almost simultaneous appearance of damage of the substrate, narcosis, and stable excitation increasing in direct proportion to the strength of the stimulus. In other words, excitation.

* Dzhamusova (1957), in our laboratory, similarly analyzed the effect of various substances on skeletal muscles, taking into account not only the concentrations of the substances with the same duration of action, but also the time the muscles were immersed in the solutions. She observed the same reactions expressed in even clearer form.
damage and narcosis are only outward manifestations of one and the same condition of the cell. They are not consecutive phases.

However, a typical excitation wave of muscle or nerve fiber is intimately linked with the wave of refractivity. If the excitation wave could be halted and the fiber studied simultaneously, it would be found in deep narcosis. Thus excitation and narcosis are not mutually exclusive. On the contrary, they are inseparably linked as alternatives of the same phenomenon. Generally, when muscle is narcotised it contracts. During muscle stimulation contractions occur under the influence of electric current. Simultaneously at this point, nonexcitability develops, or narcosis in the broad sense of this word (cathodic depression).

Customarily narcosis and excitation are regarded as opposites, since activity in any organism is thought to be due to alternation between the two. If a stable, nonoscillating stimulus (narcosis) is initiated within any nerve or muscle fiber or cell, the latter become nonconductive.

Excitation may precede narcosis, this being the basis of the Arndt-Schulz law. However, in relation to cell narcosis the term "increased excitability" should be used instead of "stimulation" or "excitation".

Thus, we consider that muscle narcosis is caused not only by typical narcotics, but also by any nonspecific stimulants, like refractivity of a nonoscillating stable stimulus, expressed externally by contraction.

Our conclusions regarding muscle contractions are very similar to, if not identical with, those on excitation and narcosis, formulated by the author of the theory of parabiosis, based on studies mainly of nerve conduction. Vvedenskii (1901) and later Ughtomskii (1904) and Rusinov (1936) attempted to relate certain types of muscle contraction (i.e. idopathic, etc.) with parabiosis of the nerve. These concepts were neither developed nor confirmed. More recently data supporting such a relationship were produced by Kvasov (1949), Ushakov (1952a, 1952b), Ushakov and Cherepanova (1952), and Zhukov (1956).

Vvedenskii's ideas have hitherto not been understood either abroad, or in the U.S.S.R., probably because his studies were based on a nerve which upon excitation did not produce any apparent external activity.

It is not so easy to agree that the parabiotic segment of the nerve, seemingly characterized only by negative attributes (loss of excitability, loss of ability to conduct impulses, etc.), is a stimulated sector. Many observers, even among the supporters of Vvedenskii's theory, accept this basic thesis in its relative sense, emphasizing that parabiosis is either "stimulation of a special kind", or "overstimulation".

The assertion that the narcotized sector of muscle is in a state of stable excitation is much more obvious. Indeed, if the observed rule is

---

FIGURE 40. Effect of various concentrations of KC1 on myograms of the sartorius muscle of the frog (according to Nasonov and Suzdal'skaya, 1948)

A—0.15%; B—0.3%; C—0.6%; D—1.2%; E—2.4%.
true, any attempt to cause contraction of the muscle by any agent whatsoever will result in a state of block. However, Ushakov (1949) has shown that if conduction of impulses through a narcotized segment of the muscle is studied, all the typical stages of change in conduction characteristic of nerve parabiosis can be observed.

The objection to Vvedenskii's work (especially from a pharmacological viewpoint) is that while demonstrating the same reaction of the nerve to entirely different agents, he disregarded their specific properties. In the case of muscles, this specificity of stimulants is clearly manifested. The muscle reacts to all the agents, and always obeys the same law, according to which the threshold region of excitation coincides with the threshold region of narcosis and paranecrosis.

The myograms show that each agent has a characteristic record; a rapid and low contraction with no latent period, caused by alcohol; a powerful, slowly increasing contraction with a latent period caused by ether; a double-peaked contraction curve caused by acid; frequent twitchings due to NaCl; rapid maximum contraction with subsequent rapid drop caused by KCl, etc. (Figures 37-41). It is not the aim of this work to search for the sources of these specific properties or the general nonspecific background. The reader is referred to the work of Aleksandrov (1948). Apart from the irreversible changes mentioned, the whole cycle could proceed till the death of the tissues involved without specific differences.

At first we considered paranecrotic changes of living substrate as reversible damage. Later, we were convinced that paranecrotic changes may be detected even at subthreshold strengths of the stimulant, increasing rapidly with an increased dose. At the same time, the natural physiological contraction of muscles, according to contemporary theories, may be considered as a transient electric (cathodic) contraction, which, like other forms of contraction, ought to be accompanied, at least initially, by paranecrosis.

Is it correct, then, to define paranecrosis as reversible protoplasmic damage?

Damage usually implies a pathological process. In this sense, any local stimulation of muscle fibers, including electric stimulation, would be a pathological phenomenon, which of course is not so. Therefore paranecrosis is best described by the more neutral term, "reversible alterations".

What is the relationship between paranecrotic changes of the living substrate and contraction?

Paranecrosis appears in any cell following application of varied stimulants. There is some basis for believing that these changes are due to reversible denaturation of protoplasmic proteins, the latter being a fundamental result.
of interaction between the stimulants and the cell. In a phylogenetic sense this is probably one of the most ancient properties of the cells. But these changes serve as a release mechanism for a chain of complex biochemical processes, resulting in cellular activity. In the case of muscle fibers, this activity is expressed as mechanical work.

FIGURE 42. Contractions of the sartorius muscles of the frog due to high temperatures (according to Butkevich, 1948)
A—32°C; B—33°C; C—34°C; D—35°C; E—36°C; F—37°C; G—39°C.
a—contraction of muscle; b—mark of stimulation.
The numbers designate the sequence in recording the contractions.

FIGURE 43. Effect of high temperatures on sartorius muscles of the frog (according to Butkevich, 1948)
1—Time of onset of nonexcitability; 2—Sorption of dye. The shaded area designates the range of temperature causing contraction. The data in both ordinates are in logarithmic scales.

FIGURE 44. Potential difference between heated and nonheated surfaces of muscle due to temperature (according to Butkevich, 1948)
The shaded area designates the temperature range causing contractions.
Local Excitation and Contraction of Connective Tissue Cells

The ability of connective tissue cells to contract under the influence of different stimulants was discovered by Kühne (1864), who studied the fibrocytes of the cornea. He observed a reversible retraction of appendages, and a rounding-off of cell bodies and their nuclei following the action of mechanical factors, e.g., electric current and nervous stimulation.

Möllendorff et al., (Möllendorff and Möllendorff, 1926; M. Möllendorff, 1927; W. Möllendorff, 1927; Knake, 1927; Stockinger, 1927) investigated fibrocytes of loose connective tissue and skin following the action of ultraviolet rays, injection of foreign serum, trypan blue, suspension of China ink, etc. According to these authors, the nuclear-cyttoplasmic sectors of the fibrocyte reticulum withdraw their appendages and isolate themselves from the reticulum. They lose their connection with the neighboring elements, which they transform into histiocytes, or macrophages and granulocytes.

Later, Yasvoin (1930) observed rounded fibroblasts of skin in the region of aseptic inflammation caused by burns and introduction of foreign bodies. Seeich and Stockinger (1953) using fibroblast cultures observed a rounding off and contraction of cells following the action of tannin, antiserum, and Janus green.

The experiments of Vol'fenzon (1954) and of Aleksandrov and Vol'fenzon (1956) on fibroblasts of the subcutaneous loose connective tissue, are of special interest. Vol'fenzon (1954) studied the effect of novocaine on vital staining of cells from various tissues. The dye used was an 0.025% solution of neutral red in Ringer's solution. In all the cells studied (nerve cells, glandular cells of the pancreas, epithelium of kidney tubules, and fibroblasts) paranecrosis took place at approximately the same concentration of novocaine (from 0.5 to 2%), as that used for local anesthesia in medical practice (0.25-2%).

This concentration of novocaine also caused an easily reversible contraction of fibrocytes. Thus, after a one-hour exposure to 1% novocaine (in Ringer's solution), the cells retracted their appendages and rounded themselves off, returning to their initial form after removal of the novocaine (Figure 45, B). Thus, with novocaine too, the concentrations causing contraction (local stimulation) and paranecrosis are more or less the same.

In other studies by Aleksandrov and Vol'fenzon (1956), a quantitative method of measuring cell contraction was used. The authors showed that like muscle contraction, this is nonspecific, and may be caused by various chemical agents. In rabbits killed by air emboli, sections of subcutaneous cellular tissue from the spinal region were placed in Petri dishes for 20-30 minutes with Ringer's solution at 37°C. Subsequently, one part of the section was transferred to vessels containing solutions of other substances prepared in Ringer's solution, while the control was left in pure Ringer's solution. After 30 minutes, the experimental and control films were carefully spread on small pieces of cardboard, fixed in 10% formalin, rinsed and stained with hematoxylin lacquer according to Yasvoin, and mounted with Canada balsam. The decrease in the maximum length of the cells was measured. For this purpose, a certain number of cells in the preparation were drawn on paper, and the greatest distance between the tips of the cell bodies was measured on the drawing by a ruler.
FIGURE 45. Action of 1% novocaine on connective tissue cells of rabbit (subcutaneous cellular tissue—according to Vol'fenzon, 1954)

A—Control; B—One-hour exposure to novocaine (at 37°C); C—Three-hour rinsing in Ringer's solution after the action of novocaine (at 37°C). Fixation with 10% formalin. Staining with hematoxylin lacquer, according to Yasvoin. Phase contrast microscope (objective X 50, ocular X 5).
FIGURE 46. Action of 5% ethyl alcohol on a section of subcutaneous cellular tissue of rabbit (according to Aleksandrov and Vol'fenzon, 1956)

A—Control; B—30-minute action of alcohol; C—2-hour washing in Ringer's solution after the action of alcohol. Fixation with 10% formalin. Staining with hematoxylin lacquer according to Yasvoin. Phase contrast microscope (objective X 20, ocular X 15).
### Table 15

Change in length of fibrocytes after exposure to ethyl-alcohol solutions of different concentrations (according to Aleksandrov and Vol'fenzon, 1956)

<table>
<thead>
<tr>
<th>Experiment No.</th>
<th>Treatment</th>
<th>Number of cells</th>
<th>Length, μ</th>
<th>Length (% of control)</th>
<th>Mean error, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Control</td>
<td>359</td>
<td>25.9</td>
<td>100</td>
<td>± 2.0</td>
</tr>
<tr>
<td></td>
<td>Alcohol 10%—</td>
<td>418</td>
<td>19.7</td>
<td>76</td>
<td>± 1.6</td>
</tr>
<tr>
<td>2</td>
<td>Control</td>
<td>274</td>
<td>33.4</td>
<td>100</td>
<td>± 0.7</td>
</tr>
<tr>
<td></td>
<td>Alcohol 10%—</td>
<td>372</td>
<td>16.4</td>
<td>49</td>
<td>± 0.7</td>
</tr>
<tr>
<td>3</td>
<td>Control</td>
<td>53</td>
<td>36.2</td>
<td>100</td>
<td>± 5.7</td>
</tr>
<tr>
<td></td>
<td>Alcohol 5%—</td>
<td>46</td>
<td>25.5</td>
<td>71</td>
<td>± 4.0</td>
</tr>
<tr>
<td></td>
<td>&quot; 10%—</td>
<td>72</td>
<td>20.9</td>
<td>58</td>
<td>± 1.6</td>
</tr>
<tr>
<td></td>
<td>&quot; 30%—</td>
<td>111</td>
<td>34.8</td>
<td>96</td>
<td>± 3.6</td>
</tr>
<tr>
<td>4</td>
<td>Control</td>
<td>447</td>
<td>27.9</td>
<td>100</td>
<td>± 2.1</td>
</tr>
<tr>
<td></td>
<td>Alcohol 5%—</td>
<td>120</td>
<td>24.8</td>
<td>89</td>
<td>± 3.3</td>
</tr>
<tr>
<td></td>
<td>2 hours in Ringer's solution after the action of 5% alcohol (reversibility)</td>
<td>180</td>
<td>26.3</td>
<td>94</td>
<td>± 2.7</td>
</tr>
<tr>
<td>5</td>
<td>Control</td>
<td>174</td>
<td>36.6</td>
<td>100</td>
<td>± 3.2</td>
</tr>
<tr>
<td></td>
<td>Alcohol 5%—</td>
<td>174</td>
<td>19.5</td>
<td>53</td>
<td>± 1.0</td>
</tr>
<tr>
<td></td>
<td>2 hours in Ringer's solution after the action of 5% alcohol (reversibility)</td>
<td>174</td>
<td>31.3</td>
<td>86</td>
<td>± 2.0</td>
</tr>
<tr>
<td></td>
<td>Alcohol 10%—</td>
<td>250</td>
<td>16.1</td>
<td>44</td>
<td>± 0.6</td>
</tr>
<tr>
<td></td>
<td>2 hours in Ringer's solution after the action of 10% alcohol (reversibility)</td>
<td>226</td>
<td>25.3</td>
<td>69</td>
<td>± 1.8</td>
</tr>
</tbody>
</table>

Figure 46 B shows fibrocyte contractions caused by 5% alcohol, and their return to normal after removal of the agent (Figure 46 C). Table 15 gives the numerical results of the experiments in the form of arithmetic means, the probable errors being calculated on the basis of hundreds of measurements.

From the data in Table 15 it will be seen that as in the case of muscular contractions, the effect is gradual, i.e., the magnitude of contraction is quantitatively dependent on the concentration of the substance (experiments no. 3 and 5). In experiment no. 3 however, this was only true for alcohol concentrations below 10%. A concentration of 30% caused smaller contractions, probably because irreversible fixation of the tissue developed earlier than the physiological response reaction. In 5% and 10% dilutions, the cell contractions were reversible, more completely so in the former dilution (experiments no. 4 and 5).

Similar experiments were performed by the authors with novocaine, CaCl₂, KCl, adrenalin and trypan blue. The threshold concentrations were: alcohol 5%, novocaine 0.5%, CaCl₂ 0.25%, KCl 0.5%, and adrenalin—1:100,000. In addition, during the course of the experiments, it was shown
that simple immersion of the tissue in Ringer's solution caused contraction. Such contraction was also observed in muscles kept outside the organism (Ushakov and Dzhamusova, 1954).

Contraction of connective tissue cells was also accompanied by rounding of their nuclei. This fact was described by Kühne (1864), who, however, considered it as a purely passive phenomenon.

The facts regarding contraction of fibrocytes show a great similarity to the data on muscular contractions. Indeed, in both cases, there is firstly a mechanical contraction of stretch-out formations, and secondly a non-specific response reaction, in which different agents in their various physical and chemical agents cause the same physiological response of the cell. Finally, in both cases, these responses appear simultaneously with paranecrosis of the protoplasm.

Contraction is a function characteristic of mesenchymal tissues, to which group belong not only the different types of connective tissue, but also smooth muscles. In fibrocytes, however, much more primitive and ancient forms of contraction take place. This is seen by comparing the velocity of contraction. In skeletal muscles, this is measured in fractions of a second. In fibrocytes, according to W. Möllendorff (1927), a complete rounding of the cells is observed in the vicinity of the site of injection only 15 minutes after repeated introduction of foreign serum. However, Kühne obtained strong compression of cornea cells only 2 minutes after stimulation with electric current.

There is no doubt that the reactive contractions of fibrocytes must be considered as a very primitive form of local cellular stimulation, similar to both ameboid and muscle contractions.

Metabolism during Local Excitation

In the previous subchapters, we tried to show that stimulated tissues enter a state which may be regarded as local stable excitation (Vvedenakii's parabiosis). In this respect interesting effects are observed in skeletal muscles at the site of action of the stimuli. The muscle begins to lose its excitability (narcosis, refractivity) and at the same time, a local stable contraction takes place. In order to prove that in the given case, the "local reaction" may really be considered as "local excitation", it would be of interest to compare the metabolism during tetanic contraction of muscle (when it is undoubtedly in a stimulated condition), with the metabolism of the muscle during normal contraction.

Gasser (1939), cites the literature on this problem, but this report is somewhat dated, since it precedes the work of Lundsgaard (1930a-1930c, 1934). At that time the importance of phosphorus-containing high-energy compounds which split during muscular metabolism was not yet understood by biochemists. This literature mainly deals with glycogen catabolism, accumulation of lactic acid, and release of heat. Nevertheless, on the basis of the reports at his disposal, Gasser concluded that in muscular contractions heat production and some aspects of metabolism were similar to tetanus.

More recent investigations on these problems were carried out by Deuticke and Ebbecke (1937), and Panteleeeva (1953). The former made a
thorough investigation of metabolism during muscular contractions caused by high pressure. The study of metabolism in this type of contractions is of special value because under high pressure, no extraneous substances are introduced which may distort the normal course of metabolic reactions.

The authors of the above-mentioned paper considered these contractions to be the most physiological of all. They especially emphasized that hydrostatic pressure as a stimulant acts simultaneously and uniformly on the whole muscle fiber, which is not true for such stimulants as mechanical, thermal, chemical, or osmotic.

The threshold pressure is 200-250 atmospheres. After further increase of pressure the magnitude of contractions is quantitatively proportional to the pressure. Deuticke and Ebbecke investigated metabolism under 300 and 500 atmospheres. Muscles were subjected to pressure for various lengths of time from 0.5 to 30 minutes, after which they were rapidly removed from the pressure chamber, and transferred to liquid air for freezing. This procedure lasted 25-50 seconds. Subsequently, the muscles were minced, and the mince was analyzed by ordinary methods for phosphocreatine, glycogen, lactic acid and inorganic phosphates. The results of these studies are described in Figures 47 and 48.

Frog muscle always responded to a pressure of 300 atmospheres by contraction. After removing the muscle from the pressure chamber, it resembled the external appearance of the control and showed no traces of residual contraction.

The creatine phosphate content of the muscle decreased noticeably, as in the case of normal tetanic contraction (Figure 47), with the exception of the first 30 seconds of action, during which creatine phosphate decrease was not observed. However, it is possible that after such a short-lived stimulation, resynthesis of this substance took place during removal of the muscle from the pressure chamber, a synthesis which can also take place under anaerobic conditions. After 3-4 minutes, one-third of the total creatine phosphate was split, while after 30 minutes the amount of this substance decreased twofold.

Under 500-atmosphere pressure, the muscle always reacted by strong contractions, terminating only after removal of pressure, when residual shortening was sometimes observed. In this case, after 5 seconds, one-third of the amount of creatine phosphate had disappeared, i.e., somewhat less than after isotonic tetanus of a 2-4 second duration. In this case, as in the case of a 300-atmosphere pressure, after the period of initial rapid decomposition, the process is somewhat slowed down. Deuticke and Ebbecke are of the opinion that this phenomenon may be compared with tetanic contraction of muscles.

During normal muscle contraction transformation of glycogen and lactic acid is closely linked to the resynthesis of creatine phosphate. Figure 47 shows that at a pressure of 300 atmospheres, the amount of glycogen after 20 minutes changed very little. The amount of lactic acid, however, invariably increased, although not strikingly. A stronger pressure (500 atmospheres) led to a considerable decrease in the amount of glycogen after 10-30 minutes, and to an increase in the lactic acid content (Figure 48).

Very interesting data were obtained on the amount of insoluble proteins. In his earlier studies, Deuticke (1930-1932) showed that after indirect tetanic stimulation of muscle under aerobic conditions, the solubility of the extracted proteins decreased in relation to the intensity of work.
performed. This decrease was earlier explained by the authors as an expression of physicochemical processes in proteins of the myosin fraction. These observations are of special interest, since the insolubility of proteins, due to the influence of various agents, is one of the most characteristic symptoms of their denaturation. Deuticke's findings may thus serve as additional proof of the denaturation theory of excitation, and comparable with our data on the increase in vital staining.

The same decrease in solubility of proteins takes place on contraction due to compression, as in normal tetanus. This is observed 20 minutes after exposure to pressure of 300 atmospheres, while at 500 atmospheres, the solubility decreased by 20% in 5 minutes.

Deuticke and Ebbecke investigated the inorganic phosphates and other phosphorus compounds after muscular contraction, in comparison with the corresponding reactions in tetanus as seen in their own data and that in the literature. The comparison showed that the reactions following muscular contraction are the same whether the stimulus is via the nerve, or by compression.

Deuticke and Ebbecke therefore concluded that there is no substantial difference between muscular contraction caused by high hydrostatic pressure, and normal tetanic contraction. The difference is simply that in tetanus a number of separate stimuli, with their resultant reactions, are consecutive, while on compression the muscle is subjected to continuous stimulation. Therefore it enters a state of prolonged nonoscillating excitation and activity.

It is interesting that the "all or none" law is not applicable to contraction, but there is a quantitative relationship between the strength of the stimulus and the mechanical effect, as well as between the latter and the intensity of the biochemical processes (see Figures 47 and 48).

---

**FIGURE 47.** Effect of 300 atmosphere pressure on the content of (1) creatine phosphate, (2) lactic acid, (3) soluble proteins, and (4) glycogen in frog muscle (according to Deuticke and Ebbecke, 1937)
Panteleeva (1953) studied the metabolism of phosphorus compounds in tetanus, tonus, and contractions of skeletal frog muscles*. Tetanic contractions were caused by stimulation of the nerve with induction current. Tonus-like contraction of the muscle was achieved by Zhukov's method (1936b, 1947), of stimulation of the nerve with simultaneous blocking by constant current. According to Zhukov, at a certain stage of polarization, only the tetanic response is blocked and the muscle responds to a series of impulses, passed through the nerve by a prolonged "viscous" contraction with no signs of fatigue. Finally, muscles were immersed in solutions of acetylcholine, chloral hydrate, quinine sulfate, and urea, as was described earlier for the sartorius muscle (Nasonov and Suzdal'skaya, 1948). After stimulation, the muscles were frozen in liquid air and ground into a fine powder. The inorganic phosphorus, creatine phosphate and adenosine triphosphoric acid (ATP) content were determined by the usual methods. Fifteen to sixty seconds after stimulation through the nerve, the amount of creatine phosphate decreased by an average of 32%. These results were in accordance with those from the literature.

However, an entirely different picture was observed in tonic contraction. Here, the creatine phosphate content varied in either direction, notwithstanding the fact that some experiments continued for 1,000 seconds. The arithmetic mean of experiments was expressed by a statistically insignificant number (+4.9). The same results were obtained for the decomposition of creatine phosphate in acetylcholine contraction. The problem of where the muscles derive energy for these forms of contraction was not investigated.

Panteleeva's data on metabolism in nonspecific contractions caused by chloral hydrate, quinine sulfate, and urea are very similar to those obtained in natural tetanic contraction. In all these cases, creatine

* The work of Deuticke and Ebbcke (1937) was obviously unknown to Panteleeva, since this author did not mention it.
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phosphates split, with an intensity directly proportional to the concentration of the stimulant and its time of action, i.e. the same pattern as in contractions due to hydrostatic pressure.

Thus, in terms of metabolism of phosphorus compounds, nonspecific contractions are most closely related to normal tetanus. This ought to have been the conclusion following the data given by Panteleeva. But in fact she writes as follows: "Contractions caused by the action of chioral hydrate and quinine sulfate on muscles are accompanied by a clearly expressed splitting of creatine phosphate and adenosine triphosphoric acid, and an increase in the amount of inorganic phosphorus" (page 129). However, later on, the author makes a reservation, which in our opinion does not follow from the data given: "This splitting is the result of a pathological effect of the above-mentioned agents on the muscle, and is not a source of energy for the maintenance of contraction". The arguments cited by Panteleeva to support this point of view are unconvincing.

In general, her work is of interest, the more so since it is in complete agreement with the data of Deuticke and Ebbecke.

Finally, we shall discuss the work of Kondrasheva (1954) on metabolism of muscles in a state of parabiosis due to the action of various local stimulants. It must be noted, however, that Kondrasheva was obviously not familiar with the data of Deuticke and Ebbecke, nor with that of Panteleeva. Nevertheless, she reached the same conclusions.

Her studies were made on cat muscles, the vessels of which were perfused with Tyrode solution containing different concentrations of the investigated substances. Some of these (phenamine, caffeine, adrenalin, sodium bicarbonate, sodium hydroxide, and others) caused a biphasic change in muscle excitability. At first, this increased (phase one); subsequently it almost disappeared (phase two). Other substances like 2,4-dinitrophenol, methylene blue, sodium azide, sodium chloride, and hydrochloric acid caused an immediate decrease in excitability.

The content of inorganic phosphorus, creatine phosphate, ATP, and adenosine diphosphate (ADP) of the muscles was studied. The results are given in Figure 49 and in Table 16.

From the data in Table 16, it will be seen that during the first phase (increased excitability), a clearcut increase in organic phosphorus compounds (creatine phosphate and ATP) is seen relative to inorganic phosphorus. This indicates a predominant synthesis of high energy phosphorus compounds. In the second phase (decreased excitability) splitting of these compounds predominates.

Thus, after stimulation of skeletal muscles with nonspecific, and entirely foreign agents, a stable contraction (parabiosis), occurred at the site of application of the stimulant, with the same chain of biochemical transformations as in the natural tetanic contraction of muscles.

The question arises as to what happens to the sector of the nerve which is stimulated, bringing the nerve to a state of parabiotic block.

Many papers have been devoted to the metabolism of the physiologically stimulated nerve, studies of its respiratory metabolism, as well as its carbohydrate-phosphorous metabolism. The general literature pertaining to this problem will not be reviewed here. But it should be noted that in the stimulated nerve, the same basic biochemical processes are observed as in muscles, although on a much smaller scale. Thus, Gerard (1932), in his review stated that if at the moment of stimulation, muscle increased
its metabolism 1,000-fold, the nerve increased its metabolism only two-fold. Nevertheless, during the activity of the nerve, the same events occurred as in muscle. The oxygen uptake and production of carbon dioxide increased, lactic acid accumulated, the amount of creatine phosphate, and to some extent of ATP decreased, while the amount of inorganic phosphates increased.

That these changes are small by comparison with muscle is explained by the fact that conduction in the nerve produces a very small amount of electricity, while the active muscle, in addition to this relatively small expenditure of energy, produces a great amount of mechanical work. According to Gerard and Tupikova (1938-1939), only 15% more inorganic phosphate can be detected in the stimulated nerve than in the resting one; the creatine phosphate content drops on the average by 5%, while in the majority of cases the amount of ATP decreases only a little. But there can be no doubt that splitting of phosphorus-containing compounds is the direct source of energy for the stimulated nerve.

Thus, according to Ronzoni (1931), on complete exclusion of glycolysis with free access to oxygen, the nerve maintains its ability to conduct (at the expense of splitting creatine phosphate), whereas this property disappears as soon as the creatine phosphate is exhausted.

Thus, two different forms of cellular activity have the same energy source and similar biochemical reactions. There is considerable evidence to support the contention that in addition to muscles and nerves, other tissues, such as liver, kidney, brain, have same basic reactions (Bolducin, 1949). Quite considerable amounts of phosphogen, for example, are found in spermatozoa. There are indications that these cells, as well as ciliary epithelium, obtain energy necessary for motion from a typical glycolytic reaction with the participation of ATP and creatine phosphate (Aleksandrov and Arronet, 1956). It is highly probable that the basis for vital activity of most different cellular elements is a variation of the same nonspecific chain of biochemical transformations, used by different cells as an energy source for various types of activity.

After local stimulation of the nerve, the questions arise firstly whether it enters a state of nonconductivity, i.e., of local narcosis; secondly, whether biochemical reactions are inhibited, as in nerve excitability, and thirdly, whether the local effect of nonspecific stimulants releases a characteristic chain of chemical transformations, as in muscles.

Few studies of these problems have been made. Misheneva (1955) thoroughly investigated carbohydrate-phosphorus metabolism in a nerve segment brought into a condition of nonconductivity by agents such as high or low temperature and solutions of ether and chloroform. In all cases, the effect of the agents was reversible. This fact was checked not only by
restoration of conductivity to the narcotized sector of the nerve, but also by biochemical indexes.

According to Misheneva, temperatures up to 36°C do not substantially affect the content of phosphates and lactic acid of the nerve. However, higher temperatures cause sharp biochemical changes (Table 17).

Table 15

<table>
<thead>
<tr>
<th>Form of experiment</th>
<th>Norm</th>
<th>Phase I</th>
<th>Phase II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Norm</td>
<td>Phase I</td>
<td>Equalizing phase</td>
</tr>
<tr>
<td>With nerve section</td>
<td>0.98 ± 0.11</td>
<td>1.55 ± 0.18</td>
<td>0.66 ± 0.05</td>
</tr>
<tr>
<td>Without nerve</td>
<td>2.5 ± 0.07</td>
<td>4.3 ± 0.35</td>
<td>1.8 ± 0.15</td>
</tr>
</tbody>
</table>

Table 17 shows the effects of a nerve block caused by applying a temperature of 45°C for 30-60 seconds. Creatine phosphate split to an extent of 38.3%. The amount of inorganic phosphate increased by 36%. The ATP content remained unchanged. During a block of 2-3 minutes, the lactic acid content increased by 18.3%. With a block of 5-6 minutes, the amount of lactic acid increased twofold. This fact indicates that the formation of lactic acid took place during the blocked condition, and was not linked with any earlier stages of parabiosis.

During recovery of the nerve sector from a heat block, its phosphate and lactic acid content returned to the initial level, indicating reversibility of the phenomena studied.

Thus, complete biochemical recovery took place. A small difference (several percent) between the initial and the final conditions lay within the range of error of the method of study used.

Misheneva studied the metabolism of a nerve segment brought to a state of nonconductivity by decrease of temperature from —8 to —14°C (Table 17). The biochemical effect, in cold parabiosis (block) of the nerve, was the same as in heat parabiosis. The inorganic phosphate content increased by 40%. The creatine phosphate content dropped by 27.5%, and ATP by 19%, due to splitting. The same was true of lactic acid. As in heat parabiosis, the amount of lactic acid increased considerably, and after the nerve reverted from nonconductivity, its initial content of lactic acid was restored.

Misheneva studied the biochemical changes taking place in a nerve sector narcotized (by ether diluted 1:20) to a state of complete nonconductivity (Table 17).

In this case too, in a state of deep narcosis, the same shifts in phosphate content took place, as in blocks due to high or low temperature. The inorganic phosphorus content increased by 32%, while creatine phosphate
Phosphate and lactic acid content (in mg percent of wet weight) of twin nerves of frog, (a) under normal conditions and (b) during block caused by different factors. Arithmetic means from 5-8 experiments (according to Misheneva, 1955)

<table>
<thead>
<tr>
<th>Substance</th>
<th>Increased temperature</th>
<th>Low temperature</th>
<th>Ether</th>
<th>Chloroform</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Block caused by temp. for 30-60 sec</td>
<td>Changes, %</td>
<td>Block caused by temp. for 40-90 sec</td>
<td>Changes, %</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inorganic phosphorus</td>
<td>5.5</td>
<td>7.5</td>
<td>+36.0</td>
<td>4.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Creatine phosphate</td>
<td>4.7</td>
<td>2.9</td>
<td>-38.3</td>
<td>5.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ATP</td>
<td>3.0</td>
<td>3.0</td>
<td>0</td>
<td>2.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lactic acid</td>
<td>35.8</td>
<td>42.8</td>
<td>+18.3</td>
<td>38.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lactic acid</td>
<td>32.7</td>
<td>45.7</td>
<td>+34.2</td>
<td>39.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
dropped by 30%. The amount of lactic acid increased to the same extent as in the narcotic action of high and low temperatures.

The same phenomena occurred on blocking conductivity by chloroform, diluted 1:40 (in Ringer's solution), acting for 30-70 sec. As in all the previous cases of stimulant action, the amount of inorganic phosphate in the nerve increased, the creatine phosphate content decreased, and lactic acid accumulated. All these changes were reversible. After restoration of nerve conductivity, the content of all the substances returned to normal.

These data are of exceptional interest. They show that in the case of the nerve too, such varied stimulants as high and low temperature, and narcotics, release the same chain of biochemical reactions as in normal physiological activity of the nerve. It is especially interesting that among the agents stimulating metabolism, the typical narcotics must also be included.

It used to be thought that narcotics necessarily inhibit all vital functions, including metabolism. Therefore the assumption that a typical narcotic given in a dose leading to deep narcosis stimulates metabolism, may seem paradoxical. It appears, however, that narcotics do not differ from other true stimulants, e.g. high temperature, in their ability to stimulate glycolytic catabolism. In their ability to inhibit excitability of nerves, narcotics, in this respect, resemble other stimulants, since any one of them, at the site of its application, causes nonconductivity of the nerve or the muscle fiber (refractivity, narcosis).

It may be assumed that partially stimulated catabolism may correct the changes in protoplasm caused by the stimulus, and secondly the lowered excitability of the nerve fiber. This is in accordance with the hypothesis that reversible damage may be considered as the most ancient and general form of excitation.

Biochemical studies of catabolism at the site of application of a stimulus in nonconducting tissues are very scarce. There is some interesting work by Snoilovskaya (1938), but somewhat differently designed. She stained various surviving tissues of mammals (liver, kidneys, and lungs of rat, rabbit, and guinea pig) with neutral red. When these tissues were kept in Ringer's solution, the author observed the appearance of granules on the background of the unstained cytoplasm, and an optically empty nucleus. Ringer's solution with a lowered NaCl content was used as a stimulant (or reversibly damaging agent). (It was mentioned above that half-strength Ringer's solution did not cause contraction of frog muscle, and that only at quarter-strength was it a stimulant. This dilution, therefore, was the threshold one).

In Snoilovskaya's experiments with epithelia of mammals, twofold dilution of the salt solution also did not change the normal character of staining. After further dilution, granule formation disappeared, and the cytoplasm and the nuclear structures began to be stained. The process was easily reversible if the tissue was not kept too long in the hypotonic solution.

Simultaneously, Snoilovskaya investigated the leakage of phosphates from the tissues. It was shown that with half-strength solution leakage of phosphates was very small and only upon higher dilution did it increase. It is highly probable that in epithelial tissues too, nonspecific stimulants at threshold doses stimulate splitting of high-energy phosphorus compounds.
Recently, Braun (1955, 1958) investigated the leakage of a number of substances from tissues into the surrounding medium following the action of various agents. He studied in greater detail the leakage of creatine from muscles and testes. The experiments showed that following the action of temperature, mechanical, chemical, and radiation stimulants, metabolic poisons, and asphyxia corresponding to the strength of stimulation, a greater or a lesser amount of creatine leaked out from the tissues into the surrounding solution. Together with other signs of excitation (increased affinity to dyes, etc.) the leakage is a sensitive index and a measure of the change in protoplasm.

Thus, the few papers available so far on the biochemistry of local excitation confirm the assumption that at the site of application the various stimulants cause, on the one hand, a nonspecific, repetitive complex of visible changes in the living protein substrate (paranecrosis), and, on the other hand, serve as a stimulus to a slightly specific, catabolic, and glycolytic phosphorus metabolism. It is assumed that one is closely linked with the other, that paranecrotic changes in the protein substrate are primary, and that they serve as a stimulus for the biochemical reaction. In the chapter dealing with cell permeability, evidence will be brought forward to substantiate this hypothesis.

Certain Features of Paranecrosis during Physiological Stimulation of Cells

So far, the reaction of protoplasm to the stimulants at the site of their application has been discussed. In the majority of cases these stimulants were nonphysiological. Among the reactions were the biphasic change in viscosity of the protoplasm, decrease in the degree of its dispersion, and increase of its ability to bind basic and acid dyes. The latter was one of the most characteristic and interesting properties, since it indicated deep changes in the structure of protein molecules composing living protoplasm. A number of facts supported the contention that at the basis of these changes were reactions similar to the initial phases of denaturation of native proteins. This local reaction of protoplasm at the site of application of the stimulant was considered as local stable stimulation. This point of view is by no means generally accepted and requires special discussion. The point is that "stimulation", in the narrow sense of this word, usually indicates an active condition, mainly of the conducting tissues—nerve, muscle, and partly glandular epithelium. Very little is known as yet regarding other epithelial elements. Therefore, to show that paranecrosis may indeed be regarded as local stimulation, it must be ascertained whether the components of the conducting tissues themselves undergo paranecrosis during stimulation.

The difficulty in this type of comparison is that excitation in conducting tissues is rhythmic, the excitation waves being rapidly replaced by restoration of the initial, nonstimulated condition. This restoration may be incomplete, and in that case residual changes will remain. Or, the process of restoration may be overdone and the residual changes will then be totally different from excitation. It is known that changes of this kind are observed after passage of a wave of excitation, in the form of increased excitability (exaltation or supernormal phase).
## Table 18

Change in binding of dyes by living protoplasm during physiological stimulation

<table>
<thead>
<tr>
<th>Object</th>
<th>Stimulation</th>
<th>Dye</th>
<th>Dye concentration, %</th>
<th>Change in sorption (%) or result of microscopic examination</th>
<th>Author</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nerves of Anodonta cygnea (the cerebrovisceral connective), Crab nerves</td>
<td>Separate shocks by rectangular pulse</td>
<td>Neutral red</td>
<td>0.1</td>
<td>+36.4 ± 8.3</td>
<td>Golovina, 1949, 1955/6.</td>
</tr>
<tr>
<td></td>
<td>Methylene blue</td>
<td>0.1</td>
<td>+36.8 ± 13.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cyanol</td>
<td>0.5</td>
<td>+54.3 ± 10.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Dye concentration, %</td>
<td>0.005</td>
<td>+15.5 ± 3.4</td>
<td></td>
<td>Ushakov, 1950.</td>
</tr>
<tr>
<td>Crab nerves</td>
<td>Induction current, 88 cps</td>
<td>Neutral red</td>
<td>0.02</td>
<td>0</td>
<td>Smitten, 1949.</td>
</tr>
<tr>
<td></td>
<td>Induction current</td>
<td>&quot; &quot;</td>
<td>0.2</td>
<td>+58.0 ± 7.2</td>
<td>Nasonov and Suzdal'skaya, 1957.</td>
</tr>
<tr>
<td></td>
<td>Sinusoidal alternating current, 100 cps</td>
<td>&quot; &quot;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frog nerves</td>
<td>Induction current</td>
<td>&quot; &quot;</td>
<td>0.1</td>
<td>+19.2 ± 4.9</td>
<td>Rozental', 1958.</td>
</tr>
<tr>
<td>Rat nerves</td>
<td>Rectangular pulses, 50 cps</td>
<td>&quot; &quot;</td>
<td>0.05</td>
<td>Diffuse staining</td>
<td>Kotlyarevskaya and Boldyrev, 1939.</td>
</tr>
<tr>
<td>Parasympathetic ganglia of frog heart</td>
<td>Induction current through the nerve</td>
<td>&quot; &quot;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sympathetic ganglia of cat and rabbit</td>
<td>The same</td>
<td>&quot; &quot;</td>
<td>0.1</td>
<td>+48.3 ± 16.0</td>
<td>Zarakovskii and Levin, 1953.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>&quot; &quot;</td>
<td>0.005</td>
<td>+29.7</td>
<td>Ushakov, 1949.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>&quot; &quot;</td>
<td>0.02</td>
<td>+56.7</td>
<td>Smitten, 1949.</td>
</tr>
<tr>
<td>Spinal ganglia of frog</td>
<td>Rectangular pulses, 100 cps, through the nerve</td>
<td>&quot; &quot;</td>
<td>0.1</td>
<td>-29.6 ± 5.8</td>
<td>Lev and Rozental', 1958.</td>
</tr>
<tr>
<td>Spinal ganglia of rat</td>
<td>The same</td>
<td>&quot; &quot;</td>
<td>0.1</td>
<td>+21.5 ± 3.8</td>
<td>Rozental', 1958.</td>
</tr>
<tr>
<td></td>
<td>Conditioned reflex stimulation</td>
<td>&quot; &quot;</td>
<td>0.1</td>
<td>+20.5 ± 5.5</td>
<td>Romanov, 1953b.</td>
</tr>
<tr>
<td>(1)</td>
<td>(2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>------------------------------</td>
<td>----------------------------------------------------------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spinal ganglia of rabbit</td>
<td>Through the nerve, mechanical trauma of the limb</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Through the nerve,</td>
<td>Through the nerve, induction current</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>induction current</td>
<td>The same</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spinal ganglia of cat</td>
<td>Through the nerve, induction current</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>and rabbit</td>
<td>Stimulation of mechano-receptors of the stomach and intestines of the</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>esophagus</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brain cortex of white mouse</td>
<td>Stimulation of the sciatic nerve by induction current</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brain cortex of white rat</td>
<td>Conditioned reflex stimulation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Motor nerve endings</td>
<td>Through the nerve, induction current</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>in frog muscle</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>-----------</td>
<td>--------</td>
<td>------</td>
<td>---------------</td>
<td>-----------------------------</td>
<td></td>
</tr>
<tr>
<td>Neutral red</td>
<td>0.01</td>
<td>+20.0</td>
<td>Romanov, 1949b.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;</td>
<td>0.1</td>
<td>+40.0</td>
<td>Romanov, 1948a.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;</td>
<td>0.05</td>
<td>+36.7± 3.2</td>
<td>Romanov, 1948b.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cyanol</td>
<td>1.0</td>
<td>+59.9± 8.2</td>
<td>Zarakovskii and Levin, 1953.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neutral red</td>
<td>1.0</td>
<td>+46.3±11.0</td>
<td>Levin, 1952.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;</td>
<td>0.05</td>
<td>+64.0</td>
<td>Levin, 1952.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;</td>
<td>0.05</td>
<td>+46.0</td>
<td>Levin, 1952.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phenol red</td>
<td>0.04</td>
<td>+23.5</td>
<td>Romanov, 1953a.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neutral red</td>
<td>0.1</td>
<td>+11.7± 1.8</td>
<td>Romanov, 1953a.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;</td>
<td>0.1</td>
<td>+35.9± 7.1</td>
<td>Romanov, 1953b.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Methylene blue</td>
<td>0.02</td>
<td>Increase in number of stained &quot;tassels&quot; by 162.2± 28.3%</td>
<td>Shapiro, 1953.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;</td>
<td>2.0</td>
<td>Prevalence of stained endings in the experiment</td>
<td>Chetverikov, 1953.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sartorius frog muscle</strong></td>
<td>Direct stimulation by induction current</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Straight abdominal muscle of the frog</strong></td>
<td>Through the nerve, induction current, 25 cps</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>The same, 150 cps</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Acetylcholine 1:25,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Iliofibular frog muscle</strong></td>
<td>Through the IVth, Vth, VIth spinal nerves, induction current</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Denervated rat muscles</strong></td>
<td>Through the IXth root (tonus), induction current</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Embryonal rat muscles</strong></td>
<td>Through the VIIIth root (tetanus), induction current</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Mouse pancreas</strong></td>
<td>Acetylcholine</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Epithelium of rat cornea</strong></td>
<td>Reflex</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Reflex stimulation, Repercussion changes.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>12 hours after burning the twin eye.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>On the second day after cutting the sciatic nerve.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>③</td>
<td>④</td>
<td>⑤</td>
<td>⑥</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------</td>
<td>----</td>
<td>----------------</td>
<td>-----------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neutral red</td>
<td>0.2</td>
<td>+21.9 ± 5.4</td>
<td>Kiro, 1948.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cyanol</td>
<td>1.0</td>
<td>-2.9 ± 6.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Indigo carmine</td>
<td>1.0</td>
<td>+1.3 ± 4.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neutral red</td>
<td>0.05</td>
<td>+21.1 ± 5.6</td>
<td>Shapiro, 1958.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;</td>
<td>0.05</td>
<td>+22.9 ± 3.1</td>
<td>Kiro, 1948.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;</td>
<td>0.2</td>
<td>+51.4 ± 12.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cyanol</td>
<td>0.5</td>
<td>-9.0 ± 2.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neutral red</td>
<td>0.2</td>
<td>+14.0 ± 1.0</td>
<td>Vereshchagin, 1949.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;</td>
<td>0.2</td>
<td>+15.0 ± 2.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;</td>
<td>0.2</td>
<td>+8.7 ± 1.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;</td>
<td>0.2</td>
<td>+150.0</td>
<td>Genni, 1947.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;</td>
<td>0.2</td>
<td>+120.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;</td>
<td>0.1</td>
<td>+20.9 ± 3.7</td>
<td>Nasonov and Suzdal'skaya, 1953.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;</td>
<td>0.01</td>
<td>+30.0</td>
<td>Zhinkin and Korsakova, 1951.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;</td>
<td>0.01</td>
<td>On the operated side, +30.0 ± 2.2,</td>
<td>Zhirmunskii, 1955.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>On the opposite side, +55.0 ± 2.7</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Since vital staining is a comparatively slow process, it could be anticipated that these residual changes could be detected while studying alterations in binding power.

Recently, in our laboratory as well as in others, many studies of this type have been performed, and much data accumulated (Table 18).

Table 18 shows an increase in the sorption properties of dyes by protoplasm following stimulation. These were noted by different authors in nonmedullated and medullated nerves; nerve cells of spinal, sympathetic and parasympathetic ganglia; cerebral cortex; motor endings of nerves; skeletal muscles; the pancreas, and corneal epithelium. The greatest increase in staining occurred after acetylcholine stimulation of muscles, which, since this stimulus is apparently nonoscillating, is logical.

Increase in staining power of stimulated nerves was observed for the first time in the cerebro-visceral connections of fresh-water mussels (Anodonta cygnea), (Golovina, 1949, 1953b), and in crab nerve (Ushakov, 1950). Conduction in the former is characteristically slow, with a prolonged restoration phase (Fick, 1863, Zhukov, 1936a, 1936b, 1948; Kan and Kuznetsov, 1938; Zhirmunskaya, 1940; Zhukov and Streltsova, 1943). These conditions facilitate the detection of increased binding of the dye. Table 18 shows increased staining following stimulation of the nerve with basic dyes (neutral red and methylene blue), and an acid dye—cyanol. This shows that in the given case, the increase cannot be explained either by shift in intracellular pH or by release of nucleic acids. Zhukov (1948), tested the conduction of an impulse in the nerve of fresh-water mussel (Anodonta cygnea). On increasing the distance between the stimulating and recording electrodes, a decrease in the amplitude of the action potential was seen. This may have been due either to increase in dispersion, or to decrease in the area of the summation curve of action current.

Golovina tested the staining power of the nerve of fresh-water mussel (Anodonta cygnea), in the vicinity of the stimulating electrodes (0.5 cm) and at a certain distance from them (1.5 cm and more). Table 19 shows the results of staining ten pairs of such nerves, the staining of the proximal sector being always taken as 100%.

Table 19 shows that at a distance of 1.5 cm from the electrode, the nerve sector binds neutral red by an average of 14% less than the proximal sector. Further from the electrodes, this difference increases even more (experiments no.8–10), in certain cases more than 40%.

Ushakov (1950) studied increased staining following stimulation of another nonmedullated nerve (i.e., of crab). This author used induction shocks from a DuBois-Reymond coil, in the primary circuit of which a Bernstein breaker, calibrated on an oscillograph, was introduced. The crab nerve is physiologically similar in many respects to vertebrate nerve, but differs in longer duration of the restoration processes. A significant increase in staining power (\(M = 15.5 \pm 3.4\%\)) was obtained only at a frequency of 88 cps (Figure 50).

At first, no increase in staining power of a stimulated medullated nerve could be observed (Smitten, 1949). This was explained either by the presence of myelin, interfering with penetration of the dye, or by the fact that in medullated nerve, complete restoration of the properties of the resting nerve fiber occurred rapidly. Subsequently it transpired that the failure to detect the increase in staining was due to the fact that upon stimulation with induction current, the frequency dosage for excitation was not
precise (the increase in staining depended to a great extent on the frequencies of the impulses, as following experiments clearly showed). The sciatic nerve of the frog was excited by superthreshold stimuli of sinusoidal current from a sound generator, and simultaneously stained with 0.1% neutral red (in Ringer's solution) for 15 minutes. Figure 51 shows the results. Each point represents a statistically significant mean of 10 experiments (Nasonov and Suzdal'skaya, 1957). An optimum increase in sorption is seen, reaching 58% at 100 cps. However, this result was obtained only during winter months. With summer frogs, the percentage of increase in staining was lower.

Table 19
Decrease in staining power of the nerve of fresh-water mussel (Anodonta cygnea) by 0.1% neutral red following stimulation (according to Golovina, 1955b)

<table>
<thead>
<tr>
<th>Experiment No.</th>
<th>Distance from electrodes in cm</th>
<th>Staining (in % of staining of the nerve sector closest to the electrodes)</th>
<th>Difference in staining (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5</td>
<td>100.0</td>
<td>-15.2</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>84.8</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td>100.0</td>
<td>+1.4</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>101.4</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.5</td>
<td>100.0</td>
<td>-13.0</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>87.0</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.5</td>
<td>100.0</td>
<td>-21.7</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>78.3</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td>100.0</td>
<td>-4.0</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>96.0</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.5</td>
<td>100.0</td>
<td>-38.0</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>64.0</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.5</td>
<td>100.0</td>
<td>-10.4</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>39.6</td>
<td></td>
</tr>
<tr>
<td>Arithmetic mean</td>
<td></td>
<td></td>
<td>-14.1 ± 4.6</td>
</tr>
</tbody>
</table>

* The thresholds were determined by contraction of the calf muscle connected to the nerve.
There are indications that in stimulated nerves, paranecrosis is observed in addition to the above changes. Thus, Kornakova, Frank, and Steinhans (1947) observed a slow increase in viscosity of the sciatic nerve of frog, following a tetanic stimulus. Flagg (1947) observed a decreased rate of outflow of axoplasm from the cut end of the giant axon of the cuttlefish following its excitation. This undoubtedly indicated an increase in viscosity of its protoplasm. Later, Lyudkovskaya (1952) described a sharp decrease in transparency of the fresh-water mussel (Anodonta cygnea) nerve after stimulation, indicating a decrease in the degree of protoplasm colloid dispersion.

Finally, in an interesting paper by Ungar, Aschheim, Psychoyos and Romano (1957) it was shown that in proteins excreted from stimulated frog and rat nerves, and proteins, the stimulated cerebral cortex of cats, the same shifts in the ultraviolet absorption spectrum occurred as in denaturated proteins.

Another group of experiments on the increase in sorption of dyes by stimulated protoplasm was carried out on nerve cells of spinal ganglia of frogs and mammals. These nerve cells have an unusual structure in that they connect with the nerve fiber by a lateral (T-shaped) appendage, and that impulses may therefore pass in the direction of the spinal cord even when the ganglia are completely excised. Thus, there are no direct indications of impulses entering the ganglia and reaching the nerve cells.

* Contrary to this, Lyudkovskaya and Frank (1952) described increase in transparency in the medullated frog nerve after excitation. In certain cases, however, increased opacity of the stimulated nerve was also observed.

** Thus, the authors confirmed the results published in our monograph "Denaturatsionnaya teoriya povrezhdeniya i razrashcheniya" (Denaturation Theory of Damage and Excitation), Nasonov and Aleksandrov, 1940). The basic assumptions of this theory were published in German ("Acta Zoologica", Nasonov and Aleksandrov, 1943b) and later in French, ("Transactions of the 13th International Congress of Zoologists in Paris", Nasonov, 1949b). Evidently, the authors were not familiar with all these papers, since they refer only to our paper published in "Izvestiya Akademii Nauk SSSR, Seriya Biologcheskaya (News of the Academy of Sciences of the USSR, Biological Series), in 1948, in which, by the way, denaturation of protoplasm proteins was not mentioned. On this basis, the authors state that we furnished no experimental proof of the theory of excitation, and that they are supposedly the first to have done so.
Frequency of stimulation (per sec)

FIGURE 51. Increase in sorption of neutral red by the sciatic nerve of frog, after excitation by sinusoidal current of different frequencies (according to Nasonov and Suzdal’skaya, 1957)

The reaction to stimulation of sensory nerve cells of spinal ganglia was first detected by Romanov (1949c) using vital staining in a rabbit given an experimental shock. Shock was induced by the method of Cannon, i.e. smashing the muscles of the rabbit leg, using a hammer. Increased staining power of cells, as well as certain signs of paranecrosis, could be observed not only in ganglia directly connected with the stimulated fibers, but also in ganglia located higher. This indicated a spread of the stimulus along the nervous system of the animal. When the nerve was tied, or blocked by the use of novocaine, no shock was observed. Correspondingly, no increase in staining power was observed. On narcotising the animal, shock did not occur, and increase in staining was observed only in the cells of ganglia directly connected to the stimulated nerves. These experiments were performed on the whole animal, in which the blood circulation was preserved intact. Only the staining of nerve elements was performed on isolated ganglia.

Other experiments were performed with ganglia isolated together with the sciatic nerve. One end of such a nerve, with ganglia attached, was submerged in neutral red prepared in Ringer’s solution. The other end was placed on the stimulating electrodes. The control preparation was simultaneously stained without stimulation. The experimental ganglia stained deeper than did the controls.

Ushakov (1949) performed similar experiments with frog ganglia. Since their dimensions are very small, the author had to place 20-40 ganglia in the same test tube in order to extract the dye with alcohol. On colorimetric analysis of such an extract, a result was obtained corresponding to an arithmetic mean of more than 20 experiments (Table 20). In order to determine the experimental error, Ushakov performed control experiments. These showed that the difference (in the amount of bound dye) between two series of twin ganglia (18 ganglia in each), stained with 0.005% neutral red under similar conditions, was ± 4.6%.

Table 20 shows that after stimulation for 40-60 minutes, the increase in staining of the stimulated ganglia, as compared with the control, may reach 30%.

Similar experiments were performed by Smithen (1949), who succeeded in increasing staining of the experimental ganglia by 56.7% more than the controls. It is interesting that Smithen obtained considerable increase not only by stimulation of the nerve end by electric shocks, but also by such stimulants as burns or cuts for 30 minutes, which completely excluded the possibility of excitation of the cells by current loops passing through the nerve.

However, increased staining of ganglia does not always occur after stimulation of the nerve. Lev and Rozental’ (1953a) stimulated the sciatic nerve of a frog with rectangular impulses of 0.05 millisecond duration at a frequency of 100 cps. The sorption values of the experimental ganglia as compared with the controls differed widely in the various experimental series, an increase as well as a decrease in sorption being observed.
The mean sorption values, expressed as a percent of the control, were as follows: \(-20.9 \pm 4.3\); \(+26.6 \pm 11.2\); \(+16.2 \pm 7.5\); \(-11.8 \pm 3.6\); \(-0.3 \pm 8.6\); and \(-29.6 \pm 5.8\). It was observed that the result depended on the initial functional condition of the preparation, as shown by the degree of sorption of vital stain by the control ganglia.

<table>
<thead>
<tr>
<th>Experimental series</th>
<th>Number of ganglia</th>
<th>Strength of stimulation in cm</th>
<th>Intensification of staining of stimulated ganglia (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st</td>
<td>24</td>
<td>25</td>
<td>123.0</td>
</tr>
<tr>
<td>2nd</td>
<td>47</td>
<td>20</td>
<td>129.7</td>
</tr>
<tr>
<td>3rd</td>
<td>22</td>
<td>15</td>
<td>113.6</td>
</tr>
</tbody>
</table>

On stimulation of rat nerves by rectangular impulses of the same frequency and duration, Rozental (1958) showed that increased staining of the spinal ganglia always occurred, as compared with the controls. The mean sorption value from 21 experiments was \(+21.6 \pm 5.8\)%. The level of sorption of dye by the control ganglia in the rat was very stable and varied from one series to another by not more than \(\pm 10\)%.

Romanov (1948b) showed that after physiological stimulation of nerve cells of rabbit ganglia, increased sorption occurred of both basic dyes (neutral red) and acid dyes (cyanol). As in experiments with the nerve, this showed that increased staining power was not due to shifts in pH, release of nucleic acids, or lowered granule formation.

In another paper, Romanov (1948a) studied the changes in staining of nerve cells of spinal ganglia of the rabbit, at different periods after cessation of a 20-minute excitation through the nerve. Immediately after the impulses ceased, the staining of the excited ganglia was more than 40% greater than the control. Subsequently this decreased, reaching normal after 30 minutes of "rest". Forty minutes after cessation of the stimulus, staining power was 25% lower than the control. After 80 minutes, the staining returned to its initial level.

In addition to increased staining power, certain other signs of paranecrosis were observed in the protoplasm of excited nerve cells. Thus, Kotlyarevskaya and Boldyrev (1939) described an acid shift in the intracellular reaction of parasympathetic nerve cells of frog heart, while Stepanova and Krokhina (1941) observed an increase in glow in the dark field of these cells after stimulation of the vagi and sympathetic nerve fibers. Finally, Makarov (1948a), using preparations fixed in osmic acid, described the nuclear structures of sensory nerve cells of spinal ganglia of the frog after stimulation of the nerve. In nonstimulated cells, the nuclei in the osmic acid preparations were structureless.
The following studies were performed on the cerebral cortex of mammals. Staining was carried out either after removal of the membranes from the isolated brain or on the whole organism by the method of Levin (1952). In the latter case, part of the skull and the cerebral meninges of a white mouse were removed under light narcosis. Under such conditions the animal may live for some time, retaining normal mobility and capacity to partake of food. Vital staining was performed after attaching the brain to a thermostat and submerging the exposed surface of the brain to the dye, heated to body temperature. Microscopic examination of the living brain after such staining showed uniform diffusion staining of cells and fibers. After staining, a segment of a given area was excised by a special stamp, this section being submerged in acidified alcohol to extract the dye. The extract was measured colorimetrically in the usual way, and the intensity of staining of the "stimulated" brain was determined as a percentage of the "control" brain.

Levin (1952), in his experiments, excited the mechanoreceptors of the stomach and the esophagus, which gave a considerable increase in staining of the "stimulated" brain over that of the control. In the case of the basic dye (neutral red), this increase was 46-64%, and with an acid dye (phenol red), 23.5%.

Romanov (1953b), using white rats under the influence of a conditioned reflex stimulus, found an increase in staining power of the cerebral cortex and spinal ganglia. The rats were placed in a special cage, the base of which was a net of parallel metal rods. Alternating current of 30 volts was passed through the rods. Each time, approximately 2 seconds before the current was introduced, an electric lamp of 100 watt, mounted in the
cage, was switched on. As a rule, by the 8th-9th day, a defense reflex appeared in the rats. After being placed in the cage and after the lamp was lit, a strong stimulation appeared in the rats.

A day after such a serial combination, the rat was placed in the cage and subjected to the action of the environment, without reinforcement. The animal was then killed by decapitation. The brain and ganglia were immediately isolated for subsequent staining. The controls were rats which elaborated the defense conditioned reflex but which, on the day of the experiment, were not subjected to a nonconditioned or to a conditioned stimulation. The staining of the experimental brain exceeded that of the control by 35.9 ± 7.1% (average of 19 experiments), and the staining of the experimental spinal ganglia exceeded that of the control by 20.6 ± 5.5%.

Shapiro (1953) first observed that the staining power of motor nerve endings of the frog by methylene blue (0.02%) increased after stimulation. The experiments were performed as follows, using twin muscles (m. sartorius). One was stained after stimulation via the nerve, the control was stained without stimulation. The staining lasted 4 minutes, after which the muscles were rinsed in Ringer's solution and kept for 4-5 minutes on a glass slide with free access of air. Subsequently, the stained nerve endings were counted under the microscope in the experimental and control muscles. At a frequency of stimulation of 25 c/s, the count in the experimental muscle exceeded the control by an average of 162.2% (n = ± 28). These experiments were repeated and confirmed by Chetverikov (1953) on m. ileofibularis of the frog.

Finally, there are studies demonstrating increased vital staining of skeletal muscles after stimulation. This was first shown by Kiro (1948), on direct stimulation of frog sartorius muscles with induction current. The results showed a statistically significant increase in staining with neutral red — 21.9 ± 5.4%. It is interesting that in contrast to nerve cells, this increase was observed only with basic dyes. Acid dyes (cyanol and indigo-carmine) showed no increase.

After stimulating the straight abdominal muscle with acetylcholine (dilution of 1:25,000 in a solution of neutral red) an increased staining of 51.4 ± 12% was observed, while in an acid dye (0.5% cyanol) or on electric stimulation, no increase was observed. Evidently, after stimulation, the difference between the protoplasm of nerve elements and muscles consisted in the fact that in the latter, mainly negatively charged spots of protein molecules were activated.

Extremely interesting data on the increase in vital staining of muscles of mammals following the action of acetylcholine were produced by Genni (1947).

The capacity to be stimulated (i.e. to contract) in response to acetylcholine is characteristic of embryonic muscles. In the postnatal period, this property becomes daily weaker, disappearing altogether on approximately the 10th day, with a corresponding decrease in the ability to bind dye. However, on the 8th-9th day after denervation of the muscles, their ability to react to acetylcholine is restored with a simultaneous increase in staining power by neutral red. The latter fact is characteristic of protoplasmic excitation.

The work of Vereshchagin (1949) carried out in Zhukov's laboratory confirmed these observations. He studied the m. ileofibularis of the frog. This muscle consists of bundles of tetanic fibers innervated by the eighth
95 root, and tonic fibers innervated by the ninth root. After staining during stimulation of the latter, an increase in dye sorption of 15% (± 2) was seen. After stimulation of the former, sorption increased only by 8.7% (± 1.7). Thus, tonic contraction caused a sorption effect twice as strong as tetanic contraction. This result might have been expected a priori. Stimulation (via the nerve) of the straight abdominal muscle, consisting mainly of tonic elements, gave the same results.

Paranecrosis and Stimulation of Gland Cells

There is an extensive literature on the nature of muscle contractions and conduction of nerve impulse, but the mechanism of action of the secretory gland cells is as yet little known.

Almost nothing is known of the biochemical processes underlying secretion. Little is known about the mechanism of water filtration through the secretory cell, sometimes taking place against osmosis, with the secretion developing a pressure greater than that of blood. Likewise the mechanism by which secretory granules are deposited in the protoplasm of glandular elements is not known, nor how these granules dissolve rapidly after stimulation of the gland and are excreted into its lumen in the form of a liquid secretion.

These problems of secretion and filtration ought to be solved by predominantly biochemical and biophysical methods. The problems of accumulation and removal of the prosecretion granules can be solved by a combined method, using physiological experiments, study of fixed histological preparations, and in vivo microscopic observations. One example of this type of study is the old classical work from the laboratory of I.P. Pavlov, published by the physiologists Babkin and Savich, together with the histologist Rubashkin (1909).

A series of studies performed approximately 30 years ago showed that the secretion granules in the cells of various glands appear in the region of the so-called reticular apparatus of Golgi, from whence they spread to the whole cell (Nasonov, 1924, 1926). The Golgi apparatus is thus the excretory organ of the cell. It should however be noted that these studies were predominantly morphological, and the problem of the appearance of granules in cells was examined topographically. No attempts were made to examine the physicochemical aspect of the process. How the accumulated granules moved from the cells into the lumen of the gland was not dealt with at all.

It was stated at the beginning of this book that physiologists often use the term "excited cells" to describe the active condition of different tissues (i.e. muscle, nerve, and secretory cells). This is to emphasize that there is something in common between apparently different manifestations of physiological activity, such as mechanical work of muscles, conduction of an electronegative wave through the nerve fiber, and excretion of substances by gland cells.

One of the most important tasks of general physiology is to find the distinguishing properties in a "stimulated condition" of different tissues.

Data from the literature show that "stimulated" protoplasm binds more vital stain than resting protoplasm. This increase may be due to
activation of ionized groups in live protoplasm. It is assumed that these changes are similar to paranecrosis. If secreting gland cells really enter a state similar to excited nerve and muscle cells, then it is natural to assume that their protoplasm should change accordingly. In particular, an increased sorption of dyes might be expected.

To test this assumption, experiments were performed on vital staining of the pancreas in fully fed and in starved white mice. It was first necessary to establish the time periods of mild hunger when the pancreas cells were maximally loaded with prozymogen granules, since a too prolonged hunger may cause emptying of the gland. The staining was performed in the following manner: the mouse was decapitated, rapidly dissected, and the carefully isolated pancreas immersed for 30 minutes at room temperature in Ringer's solution (without sodium carbonate) containing 0.1% neutral red. A section of the gland was examined microscopically before staining, to check whether there were granules in the cells. After staining, the glands were rinsed in water and the dye extracted with acidified alcohol. The glands were then dried and weighed. The ratio of staining intensity to dry weight of the gland was determined, followed by the determination of the percentage ratio of staining of the experimental glands (from fed mice) to the controls (from starved mice).

In the 8 experimental series performed, glands from 40 fed mice and from 40 starved ones were examined (Table 21).

<table>
<thead>
<tr>
<th>Table 21</th>
</tr>
</thead>
</table>

Intensity of vital staining of mouse pancreas (according to Nasonov and Suzdal'skaya, 1953)

<table>
<thead>
<tr>
<th>Dry weight of mice glands, mg</th>
<th>Ratio between vital staining intensity of glands from fed and from starved mice (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>fed</td>
<td>starved</td>
</tr>
<tr>
<td>66</td>
<td>78</td>
</tr>
<tr>
<td>72</td>
<td>80</td>
</tr>
<tr>
<td>45</td>
<td>57</td>
</tr>
<tr>
<td>53</td>
<td>53</td>
</tr>
<tr>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td>31</td>
<td>33</td>
</tr>
<tr>
<td>26</td>
<td>42</td>
</tr>
<tr>
<td>36</td>
<td>34</td>
</tr>
</tbody>
</table>

| Arithmetic mean |
|---|---|
| 46 | 53 | 122.1 ± 3.74 |

Table 21 shows that in all 8 series, glands of the fed mice (stimulated) bound the vital stain by an average of 22.1% more than glands from the
FIGURE 54. Effect of high hydrostatic pressure on cells of mouse pancreas (according to Nasonov and Sundal'skaya, 1953)

A—paranecrotic cells of a mouse starved for 5 hours. Prozymogen granules and chondriosomes are seen; the nuclei are weakly stained and show weakly developed structures. B—cells of the same gland, subjected to a stimulating effect of 15% ethyl alcohol (in Ringer's solution) for 20 minutes before fixation. The prozymogen granules disappeared completely, the number of chondriosomes decreased, the nuclei were paranecrotic and somewhat smaller in volume, with well-marked structures.

C—paranecrotic cells of a mouse starved for 5 hours. Prozymogen granules, threadlike chondriosomes, and nuclei with indistinct structures are seen. D—cells of the same gland, after hydrostatic pressure of 2,000 atmospheres for 10 minutes. The prozymogen granules disappeared completely, the nuclei showed distinct structures, the chondriosomes remained unchanged. Treatment: fixation according to Ciampi (strong mixture), mounted in paraffin, stained according to Kull. The drawing device was at the level of the working table. Magnified: 90 x 20.
starved mice (nonstimulated glands). (Note: the dry weight of glands from starved mice is somewhat higher, on the average, than that of glands from fed animals, due to excretion of granules of pro-secretion from the cells, and removal of the secretion from the lamina. However, this could only reduce the obtained increase in staining, since the latter was related to a unit of dry weight; and the granules of secretion, as shown by in situ microscopic observation, are stained somewhat stronger than the protoplasm. Therefore removal of a stronger staining substance from the cell ought to decrease sorption of the dye).

In the experimental and control glands, after 30 minutes of staining with 0.1% neutral red, granules of the stain could be seen on microscopy. These granules were relatively scarce, and the main part of dye binding was attributed to diffusion staining of the protoplasm, thus accounting for the increase in staining of stimulated ("fed") glands, as compared to resting ("starved") ones.

Thus, the excited glandular cell of the pancreas is similar in one respect to stimulated muscle and nerve elements: it binds more dye than cells in the resting state. Since following the action of stimulants, an increase in sorption of dye in general is characteristic of all the cells of various animal and plant organisms, the question arose whether it was possible to cause experimentally the dissolution and disappearance of granules from glandular cells in an isolated gland, by the direct action of nonspecific stimulants. In other words, whether or not it was possible to make the gland react by something similar to secretory activity, in the same way as different stimulants may cause contraction of muscles or parabiosis in nerve conductors. In order to solve this problem, the following series of experiments was performed.

Mice, in a condition of mild hunger (i.e., with pancreatic cells filled with prozymogen granules), were decapitated, and the pancreas excised. One section of the gland was examined in vitro under the microscope, while another was fixed according to Ciampi. The remaining part of the pancreas was used for experiments with different stimulants. Different time intervals and different doses were used, after which a further section was removed for control and another for fixation.

The effect of the following chemical and physical stimulants was investigated: ethyl alcohol, isomyl alcohol, ethyl ether, potassium chloride, calcium chloride, acetic acid, hydrochloric acid, sodium hydroxide*, hypertonic sodium chloride in Ringer's solution, elevated temperature and high hydrostatic pressure, maintaining constancy of the gas composition. The majority of these agents, in certain concentrations, caused complete evacuation of prozymogen granules from the gland cells (Table 22 and Figure 54).

The fourth column of Table 22 shows the concentrations, or the intensities, of the agents causing contraction of skeletal muscles and noticeable paranecrotic changes in other tissues after 1 hour.

In most cases the doses are similar to those causing emptying of granules from glandular cells (in vitro). Potassium chloride, calcium chloride and sodium chloride (hypo- and hypertonic) are exceptions. The first two cause emptying only at very high concentrations as compared with the paranecrotic ones, while sodium chloride causes no emptying after any

* All the above-mentioned substances were added to Ringer's solution for warm-blooded animals.
changes of its normal concentration in Ringer's solution. It is highly probable that the reason for this is, that with natural secretion, the salt concentration of the secretion may change within a very wide range, and the glandular cells may be well adapted to this factor.

Table 22

Doses of different agents necessary for removal of secretion granules from pancreatic glandular cells (according to Nasonov and Suzdal'skaya, 1953)

<table>
<thead>
<tr>
<th>Agent</th>
<th>Concentration or intensity</th>
<th>Time of action, min</th>
<th>Threshold concentration or intensity of the agent, necessary to cause contraction of muscles or paraneecrosis of other tissues, within one hour</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ethyl alcohol</td>
<td>15-20%</td>
<td>30-45</td>
<td>16.0%</td>
</tr>
<tr>
<td>Isomyl alcohol</td>
<td>1%</td>
<td>45</td>
<td>0.5%</td>
</tr>
<tr>
<td>Ethyl ether</td>
<td>2.5%</td>
<td>100</td>
<td>5.0%</td>
</tr>
<tr>
<td>Potassium chloride</td>
<td>0.6%</td>
<td>155</td>
<td>0.2%</td>
</tr>
<tr>
<td>Calcium chloride</td>
<td>8%</td>
<td>145</td>
<td>1.5%</td>
</tr>
<tr>
<td>Acetic acid</td>
<td>0.2%</td>
<td>15-55</td>
<td>0.06%</td>
</tr>
<tr>
<td>Hydrochloric acid</td>
<td>0.01 N.</td>
<td>10</td>
<td>0.01 N.</td>
</tr>
<tr>
<td>Sodium hydroxide</td>
<td>0.03 N.</td>
<td>13</td>
<td>0.01 N.</td>
</tr>
<tr>
<td>Temperature</td>
<td>50°C</td>
<td>70</td>
<td>37-40°C</td>
</tr>
<tr>
<td>Hydrostatic pressure</td>
<td>1500-2000 atm.</td>
<td>30</td>
<td>—</td>
</tr>
</tbody>
</table>

Figure 54 A illustrates a group of glandular cells from a pancreas of a moderately starved mouse. Considerable accumulation of prozymogen granules at the alveolar lumen of each cell is seen. The threadlike and granular chondriosomes typical of the pancreas are orientated along the axis of the cell. The nuclei are hardly noticeable and almost entirely structureless, characteristic of preparations fixed with good fixatives containing osmic acids. As shown by Makarov (1948a, 1948b), these fixatives clearly reflect the condition of the normal nuclei.

Figure 54 B illustrates a preparation of the same gland, after 20 minutes in 15% alcohol (in Ringer's solution). Here, the glandular cells are completely free of prozymogen granules. The chondriosomes are preserved, but are more granular. The nuclei have a typical paraneecrotic appearance. They show well-defined structures, somewhat wrinkled, and their chromatin stains intensely. Makarov (1948a, 1948b), using many tissues, convincingly showed that osmic fixatives preserved the differences existing in vivo between normal and paraneecrotic cells. These differences are beautifully shown in Figure 54 B. There can be no doubt whatsoever that the cells are in a condition of marked paraneecrosis, clearly seen on examination in situ.

Figure 54 C shows an acinus of a normal pancreas. As in Figure 54 A, a considerable accumulation of secretion granules is seen, and markedly...
elongated, threadlike chondriosomes with very indistinct structures, and almost unstained nuclei. Figure 54D shows the same gland, after 10 minutes of a hydrostatic pressure of 2,000 atmospheres (the content of the gases dissolved in Ringer's solution did not change during the experiment). Although in this case the nature of the stimulus was quite different, the results were similar in general to those obtained in the previous experiment in which alcohol was used. However, one difference was that the chondriosomes did not lose their threadlike appearance and the protoplasm was better preserved.

In order to show that under the pressure used the pancreas really became paranecrotic, the gland was placed in Ringer's solution to which 0.1% neutral red was added, and subjected to pressures of varying force. The stain was extracted with acid alcohol as described above, and measured colorimetrically. Table 23 shows the experimental results.

**Table 23**

<table>
<thead>
<tr>
<th>Pressure, atm.</th>
<th>Increase in staining of experimental glands in relation to the control ones (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>+35.2</td>
</tr>
<tr>
<td>2000</td>
<td>+57.4</td>
</tr>
</tbody>
</table>

Remark: The staining was related to dry weight.

Control experiments to establish the degree of staining of fixed tissues have shown that pressure exerts no effect on staining of dead substrate.

Thus, after natural excretion from pancreas cells the latter show increased sorption to dyes. This is also characteristic of other cells subjected to stimulation.

Consequently, these experiments demonstrate true paranecrosis, or parabiosis in its widest sense.

The question however arises whether paranecrosis can, in some way, cause the removal of secretion granules from the cells.

At the moment it is only possible to make observations on deposition of vital stains and to draw a few conclusions. Vital stains are deposited in cells in the form of granules. This process resembles the deposition of secretion granules insofar as both granules are deposited in the loops of the Golgi apparatus. It is also known that in paranecrosis the cells lose their ability to form granules, and the dye diffusely stains both protoplasm and nucleus. In this connection, a new question arises: whether the dye granules can return to a soluble state under the influence of paranecrosis. If this were so, some information on the process of excretion of granules from the cell might be obtained.

A study of this sort was performed in our laboratory by Shutina (1939). This author caused deposition of neutral red granules in cells of frog intestines and in the salivary glands of lарvae of the Chironomus mosquito. Subsequently, after various time intervals, she treated these cells with paranecrotic agents (hypotonicity, acid, asphyxia). The results showed that to a certain degree, the process of granule formation of the dye was reversible if the granules appeared in the cell relatively early. Dye granules not older than several hours easily returned to the diffuse state under the influence of any paranecrotic agent tested. Older granules (24 hours
and more) did not disappear even as a result of the action of the strongest agent. The reason for this behavior, according to Shtutina, was that as pointed out by Khlopin (1927), the dye granules in the cell showed certain changes with time, namely: a certain scarcely soluble protein substrate, which Khlopin called crinoma, combined with these granules. Younger granules of dye not yet bound to the crinoma could be removed from the cells. They served as a good physiological model of excretion of secretion granules by excited glandular cells which were possibly in the initial stage of paranecrosis.

Further studies in this direction will no doubt show what changes associated with paraneerosis of the cell cause dissolution of the secretion granules already formed.

This ends the review of the literature on changes in cell protoplasm after physiological stimulation. In our opinion this review justifies the assumption that certain identical or very similar paraneiotic changes take place in the protoplasm not only after stimulation by inadequate stimulants such as high temperature, mechanical factors, hydrostatic pressure, sound, radiant energy and chemical agents, but also after physiological stimulants (e.g. acetylcholine, or impulses along nerve or muscle fibers.

The above facts support our thesis that these changes resemble reversible denaturation changes in the proteins of living protoplasm.

Decrease in Vital Staining of Protoplasm

So far, only an increase in vital staining of living cells under the influence of various agents has been discussed. In many cases however, a decrease has been described. These observations are of special interest and require some discussion.

First of all, decreased vital staining is observed in cases of reversible change in protoplasm. If, under the influence of a stimulus the condition of an organism changes, thereby causing increased sorption of the dye, removal of this agent will lead to decrease in vital staining. This process may be considered as restoration of the living system after excitation. Many observations of this kind indicate that there are different levels in the state of live protoplasm, with very gradual transitions between them. These levels are usually called "physiological condition", a very loose term. The important point in this case is that the level of the physiological status of the protoplasm may change smoothly from a higher to a lower one and vice versa. The degree of vital staining, together with other indexes, e.g. the value of electronegativity, etc. may serve as a guide to this level.

Figure 55 illustrates the staining power of spinal ganglia of rabbits, after excitation through the nerve for 30 minutes. Immediately after cessation of the stimulus, staining of the ganglia increased by 40%. Later, this decreased, reaching the initial level (100%) after 35 minutes. However, the decrease in staining power did not cease: it continued up to 40 minutes, when the value of staining was 75% of normal. Later, it again increased slowly, reaching the initial intensity 80 minutes after cessation of the
stimulus*. This peculiar hyper-repair of protoplasm following the action of a stimulant was later described by Romanov in a number of objects: brain of mouse after a strong stimulation by electric excitation of the sciatic nerve; spinal and sympathetic ganglia of the rabbit after prior stimulation by strong sounds of an explosive nature (1954) and by ethyl alcohol (1949b), and frog muscles stimulated by high temperature (1949a). It is interesting that according to the data of Romanov (1953a) and others, protoplasm, after recovery from stimulation, possesses a lower staining power as compared with the initial level (i.e., increased nativity), and acquires a higher resistance to various harmful agents (e.g., strychnine). According to Golovina (1958a) this condition is also characterized by increased excitability.

Thus, the staining power of protoplasm can be lowered by removal of the stimulating factor, with restoration of the status quo, as well as by other methods. In a number of studies, this was observed during the action of weak doses of various agents, which, on further increase, led to greater staining power of the protoplasm.

There is thus a biphasic effect. A good example of this is the change in vital staining of protoplasm following increase of hydrostatic pressure, obtained by Golovina (1955a). Figures 20 and 21 show that with increase of pressure to 200 atmospheres, staining of muscles decreased by 22%, while on further increase of pressure, binding of the dye increased, reaching +80% at 1,000 atmospheres. These data are of special interest, since they were obtained by the use of basic as well as acid dyes, excluding the possible effect of a pH shift.

A similar biphasic behavior of vital staining was observed by Zarakovskii and Levin (1953) who studied the change in sorption properties of cells of spinal and sympathetic ganglia of mammals after stimulation of the nerve by induction current. Figure 56 shows that a weak subthreshold stimulation caused a decrease in staining of the ganglia cells by more than 30%, while stronger stimulation caused an increase of almost 50%**.

In experiments performed by Zhirmunskii (1954, 1958) with denervated leg muscles of a rat, a similar biphasic nature of vital staining was found (decrease of 61% two days after cutting the sciatic nerve, and increase of 102% thirty days afterwards). These changes were compared by the author with the development of parabiosis of the denervated muscles.

Evidently, the phase of decrease in staining power is connected with increased excitability as described by Vvedenskii (1901); increase in resistance to harmful agents (Cherepanova and Suzdal'skaya (1954***)); and with the capacity of longer survival outside the organism (Kiro, 1954).

* Romanov (1948a) explained the decrease in staining power after stimulation by the toxic effect of a strong dye solution, stronger for the control than for the experimental object. This assumption, however, has not been confirmed (Zarakovskii and Levin, 1953).

** The authors explain the effect of strong and weak excitation upon spreading stimulation by the gradual decrease in spreading of the weak subthreshold impulses, which could be observed with electrodes located near the ganglia.

*** The authors have shown on the basis of extensive data that a combination of two harmful agents, among which at least one is used in a small (subthreshold) dose, does not lead to summation of their harmful effects, but to their decrease. Evidently this explains many facts connected with the antagonistic action of the agents.
This phase of decrease in staining of the protoplasm, as compared to the normal, is also observed after the cessation of action of a strong stimulus. In this respect it has been shown by Golovina, 1958a, that an increase in excitability occurs, and (by Romanov, 1953a) that an increase in resistance to harmful agents also occurs.

The increase in excitability of the nerve in the presence of small doses of agents which subsequently lead to suppression of excitability, was called by Vvedenskii (1901) "the prodromic stage of parabiosis". This author was the first to describe the increase in nerve excitability above the initial level after passage of a stimulation wave*.

The question arises: how can this multiphasic change be explained, first in the living substrate, and second in the physiological condition of cells after the action of stimulants. This question is of exceptional interest, since it deals with a widespread phenomenon. So far, too little data is at our disposal to justify a firm opinion. Only certain preliminary facts can be considered.

It is assumed that after the action of stimulants, changes in protoplasm proteins take place, similar to the initial stages of denaturation. These changes should stimulate biochemical metabolic processes directed towards their repair. However, there is no basis for the assumption that these processes will always necessarily restore the organism to its initial condition. It is highly probable that following excitation these restorative processes lead to renaturation of altered proteins, the level of which does not reach that which existed before their action, or exceeds it. It is possible that this increase above normal limits occurs in the initial period of action of a weak stimulant.

Something similar may also be assumed after cessation of a strong stimulus. A peculiar hypernativation is then obtained, accompanied by an increase of all the physiological indexes connected with it, e.g. excitability, resistance, etc.

It is emphasized that the above explanation is far from being definitive.

* This stage was called by Vvedenskii the stage of "exaltation", for which the term "supernormal phase" was later suggested by British physiologists.
Chapter 1. The Membrane Theory of Cell Permeability and its Critical Appraisal

Cell Permeability and the Theory of Excitation

The study of the nature of cell excitation is closely associated with the problem of cellular permeability. Following stimulation of cells, characteristic changes occur, with considerable increase in permeability toward all substances entering the cell, as well as to substances excreted by them. Thus, the theoretical considerations which at the end of the last century formed the basis of the theory of cellular permeability, also formed the basis for the theory of excitation.

The postulation of the so-called membrane theory of permeability led to the membrane theory of excitation. It follows that any attempt to revise the former should inevitably lead to revision of the latter, which is now firmly established in physiology.

For many years we and our co-workers studied vital staining of tissues and cellular permeability. On the basis of our data and on the basis of analysis of papers published by other authors, we concluded that this membrane theory presents a false concept of cellular structure and of the condition of many substances contained in the protoplasm. At the same time the membrane theory, due to its apparent simplicity, and its application in the explanation of various baffling phenomena, acquired great popularity among physiologists, but led to many ill-directed researches.

The appearance of our papers on permeability caused some controversy*. That is why in the present book devoted to the problem of excitation, our concept of permeability will be stated in detail. This task is made considerably easier by the appearance of Troshin's basic book "The Problem of Cellular Permeability" (1956). In it the literature on this problem was collated and the membrane theory subjected to criticism. The ideas developed by us for many years—which we called "The Sorption Theory of Permeability", are also presented. Thanks to this, discussion can be limited here to basic principles.

* See collection: "Problema pronitsaemosti". Trudy Konферентsii Moskovskogo obshchestva fiziologov ("The Problem of Permeability". Translations of the Conference of the Moscow Society of Physiologists, 1939); the book by Nasonov and Aleksandrov (1940) and papers by Nasonov and Aleksandrov (1943a, 1944).
Origin and Development of the Membrane Theory of Permeability

The theory that the protoplasm of cells is surrounded by a very thin membrane which is insoluble in water was expressed for the first time by Schultze (1863) and Kühne (1864). According to these authors, the protoplasm should be regarded as a simple aqueous solution of organic (mainly protein) and mineral substances. However, the immiscibility of protoplasm with the surrounding water required a special explanation, and therefore Kühne’s hypothesis envisaged a membrane of coagulated proteins, while Schultze described a specially dense layer of protoplasm interfering with its solution in the surrounding water.

Later, Pfeffer (1877) and de Vries (1884, 1885, 1888) observed that plant cells possessing a central vacuole behave like osmometers when placed in hypertonic solutions of substances which do not permeate the vacuole of the cell. These authors therefore assumed the presence of a very thin membrane on the outer surface of cells, permeable to water but impermeable to certain substances in solution. Pfeffer compared these membranes with the sedimentary membranes of Traube. He ascribed them an important role in the process of metabolism.

Thus, the idea of semipermeable membranes on the surface of cells arose during attempts to explain two properties of protoplasm described by cytologists: (1) immiscibility of protoplasm with water, and (2) reversible reduction of the cell volume in concentrated solutions of substances which probably do not permeate into the cell.

De Vries and other authors used this property to determine the degree of penetration of various substances into the cell. Thus, the first method for the study of cellular permeability was suggested, i.e. the osmotic method.

Later Overton (1895, 1896, 1902) observed that not only vacuolated plant cells change their volume in hypertonic and hypotonic solutions of impermeable substances, but that animal cells also have this property. Thus the hypothesis of semipermeable cell membranes also applied to animal cells.

Overton, and later also other investigators, used the osmotic method to study permeation of various substances into plant and animal cells. On the basis of many observations Overton determined a sequential series of substances according to their capacity to penetrate the cell and he noted certain general rules to be adhered to. This series was as follows:

1) Hydrocarbons (saturated, unsaturated and cyclic) and their haloid derivatives; monobasic alcohols; aldehydes; ketones; nitrites; ethers; many organic acids and alkalies. All penetrate rapidly into the cells.

2) Dibasic alcohols and amides of monobasic acids permeate rapidly.

3) Glycerol, urea, thiourea and others permeate less rapidly.

4) Tetrabasic alcohols permeate slowly.

5) Hexabasic alcohols; sugars (pentoses, hexoses, disaccharides); various aminoacids; many neutral salts of organic acids; strong mineral acids, as well as salts of strong mineral acids and alkalies; all permeate very slowly or not at all.

Analyzing the data obtained, Overton reached the conclusion that compounds freely soluble in fat-like, lipoid substances penetrate the cells with greater ease. On this basis he was the first to propose the lipoid
theory of permeability, based on the observations of Quincke (1898) that each living cell has a lipid membrane on its surface, due to which its protoplasm is immiscible with water.

Overton's series is a paradox from the physiological point of view. According to his theory unnecessary or even toxic substances such as alcohol, ethers, aldehydes, ketones and others permeate very freely into the cell, while vitally important substances—without which the cell could not exist—sugars, aminoaicids and mineral salts—either do not permeate or permeate very little. This fact is an enigma to many investigators. It even caused Höber (1926) to suggest a special theory of "physiological permeability", according to which permeability studied by ordinary rough methods elucidates only the physical properties of the membrane. In addition, according to Höber, some unknown mechanisms exist for the permeation of substances across the cell membrane, causing physiological permeability. But this theory simply substitutes one unknown for another.

The contradiction in Overton's series is due to an incorrect and indirect method used to study permeability (i.e. the "osmotic effect"). Actually, all the substances listed at the end of his series penetrate the cell at about the same rate. The difference is only in the equilibrium level of concentration within the cell.

In the course of its development, the membrane theory was often criticised with varying severity. One of the first critics was Fischer and his co-workers (Fischer and Moore, 1907; Roaf and Alderson, 1907; Moore and Roaf, 1908, 1913; Moore, Roaf and Webster, 1912; Fischer and Suer, 1835, 1938, 1939), and also Lepeshkina (1924, 1928, 1930, 1936). But to date the membrane theory of permeability is considered pre-eminent in contemporary physiology.

The Hypothetic Cell Membrane and its Suggested Chemical Composition and Structure

Cell protoplasm was thus considered as a simple aqueous solution, enclosed within a membrane permeable to water, but impermeable to many substances dissolved in it (sugars, salts, aminoaicids, and others). This point of view is shared by almost all contemporary physiologists.

However, theories on the structure and chemical composition of the cellular membrane have constantly been modified according to newly-obtained but incompatible data.

Firstly it should be pointed out that direct proof of the existence of a semipermeable membrane on the surface of cells is still lacking. All the arguments in its favor are indirect. The existence of such a membrane is purely hypothetical. All those who recognize this agree that the membrane is not a morphological entity but a physiological one, and that it should not be confused with structures readily identifiable under the microscope, such as the membrane of the ovum, cuticular membranes of all kinds, and pellicles of epithelial cells or the sarcolemma of muscle fibers, etc. According to some authors, these formations are not endowed with semipermeability (Overton, 1902; Höber, 1926, 1945; Harvey and Danielli, 1939, and others). It is assumed that cell membranes are so thin that
they cannot be seen under the microscope. According to various fragments of indirect evidence, these membranes are thought to consist of several layers of molecules of a thickness of 30-200 Å (Fricke, 1925; Danielli, 1936; Schmitt, Bear and Ponder, 1938; Fricke, Parker and Ponder, 1939; Dziemian, 1938, 1942 and others).

As already mentioned, Quincke (1898) assumed that the membrane is made of fat or oil, thus explaining the insolvability of protoplasm in water. Later, Overton, on the basis of studies on a permeability series, ascribed to the membrane a lipid composition. However, while the latter may explain the permeation of certain substances, it does not explain the free entrance of water into the cell. In order to overcome these difficulties, Nathansohn's (1904a, 1904b) hypothesis assumed that the lipid layer on the surface of the cell is not solid but porous. Through this layer, water and certain lipid-insoluble substances dissolved in water may pass (the mosaic theory). This arbitrary modification of the hypothesis made it much more flexible and therefore more acceptable to physiologists.

Attempts to explain all permeability phenomena by porous filtration (the ultrafilter theory of Ruhland, 1908, 1909a, 1909b, 1911, 1912a, 1912b, 1913; Ruhland and Hoffman, 1925) have not gained recognition. The connection between the molecular volume and the ability to penetrate the cell only existed for certain substances (of very little surface activity), penetrating the protoplasm of the sulphur bacterium Beggiatoa mirabilis.

The lipid-soluble, surface-active substances penetrate the cells very readily, notwithstanding the large dimensions of their molecules. The mosaic theory of Nathansohn explained the penetration of all substances, soluble and insoluble in lipoids. The former enter the cell, dissolving in the lipid membrane, while the latter pass through the pores. Water, too, penetrates by passing through the pores. The selective permeability of ions remained unexplained. It was necessary to explain why certain cations penetrated the cell, while anions seemingly did not penetrate at all. An answer to this question was given by Michaelis (1925, 1926; Michaelis, Fujita and Dokan, 1925; Michaelis, Elsworth and Weech, 1927; Michaelis and Perlzweig, 1927; Michaelis, Weech and Yamatori, 1927). He assumed that the walls of the cell membrane pores were negatively charged, as a result of which penetration of negatively charged anions was not possible. Michaelis illustrated his theory by experiments with artificial membranes. Later the theory was elaborated on and perfected by Teorell (1935a, 1935b, 1936), and also by Meyer and Sievers (1936).

With these additions and elaborations, the membrane hypothesis is accepted by many investigators even now (Höber, 1936, 1945; Wilbrandt, 1938a, 1938b; Rubinstein, 1947 and others).

But even in this form this hypothesis does not satisfactorily explain many facts. First of all, cell protoplasm contains potassium and phosphates at a considerably higher concentration than in the surrounding aqueous solution, while in the latter the concentration of sodium and chloride ions is considerably greater than that in protoplasm. At the same time, the membrane theory assumes that protoplasmic electrolytes all exist in a free dissolved state, because if this were not so, the cells could not function as osmometers. In the original variation of the membrane theory it was assumed that sodium, chloride ions and phosphates did not penetrate at all through the membrane pores, while potassium, although it penetrated,
could not leave the cell since it was bound to phosphates by electrostatic forces.

It is now known that such absolute impermeability does not exist. We know that upon stimulation and excitation of cells, potassium and phosphates are released, while sodium and chloride ions partially penetrate the cells (see Fenn, 1936, 1937b, 1938a, 1939). During "rest" an opposite motion of these ions is seen, as if against the concentration gradient, if it is assumed that the electrolytes are simply dissolved in the protoplasm. In addition, it can be shown by means of "tagged" atoms, that potassium, sodium and chloride ions may both penetrate the cells sufficiently rapidly, and leave them while the concentration differences inside the cell and outside it are maintained.

All these facts could not be explained by the membrane theory in its original form. It was necessary to assume the existence of a certain pumping mechanism which, at the expense of energy, pumped potassium into the cell and forced sodium and chloride ions outside. These assumptions were made by certain investigators and of necessity made the proposed structure of the membrane even more complicated. Thus, Lundegardh (1940) put forward the hypothesis that the cell surface was lined by long molecules or micelles in the form of a palisade (Figure 57) consisting of one or two layers. A part of these molecules had positive charges and the other, negative charges, these being arranged on the surface in a mosaic fashion. The mechanism of permeation of ions into the cell was thought to be as follows. First the ion combined with the end of the micelle which was part of the membrane, and the micelle then rotated through 180°; in this manner the attached ion was then at the other side of the membrane. This mechanism may thus either pump in or remove from the cell these or other ions, with an expenditure of energy.

Krogh (1943) considered Lundegardh's theory highly speculative. Nevertheless he accepted it not only as the only satisfactory one, in his opinion, but even complicated it by assuming that the free ends of the rotating micelles possessed an affinity either for potassium or for sodium. Making a 180° turn the membrane molecules maintained the necessary ratio between the concentrations of these ions inside and outside the cell. But the nature of the forces rotating the membrane molecules, and the nature of the regulating mechanisms securing the constant ratios between the ionic concentrations of the protoplasm, remained unknown.

Another hypothesis was formulated by Rosenberg and Wilbrandt (1952). This dealt with the penetration of glucose into cells. According to the classical considerations of the membrane theory, sugars do not penetrate cell membranes since in a hypotonic solution they cause a stable decrease in the volume of the cells. Yet, glucose is one of the main sources of nutrition for the cells. How can these two mutually exclusive facts be reconciled?

The authors of this theory assumed that glucose was transported into cells by means of enzymes. In their opinion, two enzymes located at opposite sides of the cell membrane acted conjointly. The sugar was temporarily transformed into a soluble form in the substance of the membrane and thus acquired the ability to diffuse through the membranes. This "transportable" form of sugar existed only within the membrane. The authors of the theory assumed that the permeating substance became "transportable" as a result of combination with another substance (or substances) which may be called "membrane carriers".
The theory of Rosenberg and Wilbrandt seems to us as arbitrary and poorly based as that of Lundergardh. It is known that enzymatic processes are specific. Consequently, for each substance penetrating the cell there would have to be at least three specific substances in the membrane—two enzymes and one "carrier". Therefore the membranes would have to be saturated with these additional substances. This is not very probable, assuming the thin structure of the membrane.

These are the complicated, arbitrary and hypothetic considerations resulting from the membrane theory of permeability. comparatively simple when it originated, it became more and more complex as a result of continuous new data which could not be reconciled with the original theory.

For many physiologists who are not especially absorbed in the problems of cellular physiology, the term "semipermeable cell membrane" acquires a somewhat relative symbolic meaning, which they prefer not to invest with any concrete significance (Kan, 1939).

The Osmotic Properties of the Cell

One of the strongest arguments in favor of the membrane theory of permeability has always been that in strong solutions of substances which apparently do not permeate into the cell, the cells behave as tiny osmometers. On measuring the osmotic pressure of the environment (P), the volume of the cells (V) should change in inverse proportion to this pressure (PV = const).

In this respect the material first used in the study of permeability will be considered, as in plant cells with a large central vacuole. As shown by Pfeffer (1877) and by de Vries (1884), the volume of these cells in solutions of different osmotic pressures really obeys the law PV = const. However, on the basis of these old experiments it cannot be stated where in the cells "the elementary osmometers", i.e. the membrane, is located. Pfeffer and de Vries assumed that the membranes are located outside the cells at the border between the protoplasm and the environment. In this case the term cell permeability could really be used. However, results superficially similar to these could have been obtained if the semi-permeable membranes were located at the surface of the vacuole within a special membrane, separable from the protoplasm and called "tonoplast". If this were so, then all the osmotic experiments would give data applicable only to the permeability of the tonoplast, which would regulate the permeation of substances into the vacuole but not into the cytoplasm.

An answer to this problem may be found in the very thorough studies of Höfler (1918, 1930-1934, 1939; Huber and Höfler, 1930). These authors
elaborated a method of differential determination of the volumes of the proplasm and vacuole of plant cells. With this they showed that, following changes in osmotic pressure of the environment, only the volume of the vacuole obeyed the law of osmosis. In addition, Höfler found that many of the substances which did not penetrate through the tonoplast into the vacuole easily penetrated into the proplasm. Consequently the conclusions on permeability based on so-called osmotic experiments can in no way be related to permeability of the proplasm of plant cells.

Supplementary to these data, Höfler, together with the noted inventor of the micromanipulator Chambers (Chambers and Höfler, 1931), showed that the plant vacuole surrounded by the tonoplast may be easily isolated from the surrounding proplasm, and that such an isolated vacuole changes its volume in different solutions, obeying the law of osmosis. All this supports the contention that the results of the classical experiments on plasmolysis of plant cells may be related mainly to the properties of the tonoplast and the vacuole, but not to those of the proplasm.

The interesting data given by Maksimov (1946) also supports this contention. From the data in the table compiled by him (Table 24) it will be seen that the osmotic pressure of the proplasmic sap is 2-5 times greater than that of the vacuolar sap. It is difficult to understand why water does not flow from the vacuole into the proplasm. Obviously in the proplasm of plant cells the amount of water is not regulated by osmotic forces. Maksimov and other authors (Maksimov and Mozhavea, 1944a, 1944b; Mozhavea, 1947, 1950a, 1950b; Shcherbakov and Semiotrocheva, 1953 and others) reached similar conclusions.

In this connection it was of interest to elucidate whether plant cells devoid of vacuoles obeyed the laws of osmosis. Such a study was performed by Walter (1923) using vacuoleless cells of sporogenic threads of the alga Lemanea. The results showed that the changes in volume of these cells in sugar solutions did not correspond with those which would be expected if the cells were surrounded by semipermeable membranes. Comparison of this author's results with data on changes in volume of nonliving models led Walter to the conclusion that the loss of water by cell proplasm was a result not of osmotic processes, but of dehydration of lyophilic colloids, which are components of proplasm. The principal difference between these two phenomena is that osmosis is possible only under conditions of impermeability of the substance in relation to the cell, while dehydration is possible under conditions of permeation. Consequently, a decrease, for example, of the volume of the vacuole in a hypertonic solution would be a proof that the substance did not enter into the vacuole. A decrease of the proplasm volume would show that the substance did penetrate the protoplasm.

Together these facts force us to adopt a very careful attitude to all the data on permeability obtained by the plasmolytic method of vacuolated plant cells.

Rubinshtein, who is the leading advocate of the membrane theory, was forced to begin his address at the discussion on permeability in Moscow in 1935 with the following statement: "We are forced to abandon completely all the results obtained in studies of plant cells by the use of the osmotic method. As is well known, these were historically the basis of the contemporary theory of the semipermeable plasmatic membrane" (Rubinshtein, 1939, p. 9).
The position is much the same regarding the "osmotic" properties of animal cells.

Overton (1902) drew attention to the fact that animal cells were capable of losing water or swelling in solutions of different substances.

At the same time, under the influence of the studies of Pfeffer and de Vries, the opinion was firmly established that plant cells may be considered as osmometers, with the semipermeable membrane located at the external surface of the cell. We have already mentioned that this point of view turned out to be incorrect and that only the vacuole in plant cells works as an osmometer. This vacuole does not exist in animal cells. However, in Overton's times this was not known, and it was therefore natural for him to transfer the idea of "osmotic" properties of plant cells to animal ones. That is why the changes in volume of animal cells observed by Overton in various solutions were considered by him as osmotic phenomena caused by the presence of semipermeable membranes at the protoplasmic surface.

Table 24

Osmotic pressure (in atmospheres) in cells of leaves of different plants (according to Maksimov, 1946)

<table>
<thead>
<tr>
<th></th>
<th>Sap</th>
<th>Beech</th>
<th>Wild vine</th>
<th>Cotton-plant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Protoplastic</td>
<td>18-24</td>
<td>25</td>
<td>17-18</td>
<td></td>
</tr>
<tr>
<td>Vacuolar</td>
<td>5-8</td>
<td>5-7</td>
<td>9-10</td>
<td></td>
</tr>
</tbody>
</table>

As a result of this error by Overton, later researches were not valid. The error was augmented by the great authority of the botanists Pfeffer and de Vries, and by the impressive thoroughness of Overton, in whose works the permeability of more than 500 highly varied substances was studied. In addition, a concept was put forward which nicely unified the phenomena occurring in plants as well as in animals. Moreover, such important points in cellular metabolism as the entrance and exit of substances into the surrounding medium were reduced to a relatively simple physical phenomenon—diffusion through the membrane.

The main subjects of Overton's studies were the skeletal muscles of the frog, and the main method was to weigh the muscles before and after they were kept in one or another solution. On the basis of this data, Overton drew conclusions relating to the permeability of various substances into the muscle fibers, and he checked the applicability of the law of osmosis to animal cells.

The loss of water by muscles in hypertonic solutions, and their swelling in hypotonic solutions, were less than expected from the equation \( PV = \text{const.} \). Overton made an arbitrary assumption that 35% of the water in the cell was bound by protoplasmic colloids and therefore did not participate in osmotic phenomena. Assuming this, the obtained experimental data were seen to be close to the theoretical ones.

Later, Hill (1930) attempted to determine the amount of bound water in the protoplasm of muscle fibers by the use of a thermoelectric battery.
which he constructed, obtaining a quite unexpected result. According to his data, 96% of the water in muscle fibers was in free form and only 5% bound*. Under such conditions, osmotic experiments with muscles should not have resulted in deviations from the law of osmosis. However Hill himself, (1930), using the same tissue—frog muscles—obtained a 100% deviation from the osmotic law. This deviation the author explained not by the presence of bound water (according to his data there was no such bound water in muscles), but by the fact that the muscles were supposedly damaged during preparation and that 25% of the fibers had lost their osmotic properties. This assumption was not confirmed and was as arbitrary as that of Overton with his concept of 35% of bound water.

Later authors, who proved the applicability of osmotic laws to animal cells, held much the same views. They studied the change in cell volume in hypo- and hypertonic media, these changes usually being smaller than set out theoretically. A certain percentage of bound water was assumed and thus the gap between the data obtained and the theoretical requirements was filled. It would seem that the same amount of bound water would be obtained no matter what solution of impermeable substance was used. In his book, Ponder (1934, p. 119) gave data on the increase of volume of rabbit erythrocytes when submerged in different hypotonic media. The author calculated from these data the amount of bound water which seemed to vary, depending on which substance was used for its determination. If the experiment was performed with a solution of NaCl, the results were 30-50%; however, when glucose was used, the figure was 20-36%. It is extremely difficult to understand these results from the point of view of the osmotic theory.

On the basis of osmotic experiments, Ege (1921a) proved the complete impermeability of rabbit erythrocytes to glucose, sodium chloride and sodium sulfate. However, in isotonic solutions of these substances the value of the erythrocyte volumes differed. The results of Ege's experiments clearly contradict the osmotic theory.

According to the data of Schiotz (1931), obtained with erythrocytes of dogs, and Orskov (1946) with human erythrocytes, the correction (b) which has to be introduced into the osmotic formula P (V-b) = const., and which supposedly corresponds to the amount of bound water in the protoplasm (plus the dry residue), itself changes in relation to the osmotic pressure of the medium. Thus, at low concentrations of NaCl, almost all the water of the cell is osmotically active; at higher concentrations, however, half of the water is in the bound form. These phenomena are also difficult to explain from the point of view of the osmotic theory.

Many "osmotic" experiments were performed with ova cells of marine animals (McCUTCHEON and Lucké, 1927, 1932; Lucké and McCUTCHEON, 1927; Page, 1927; Ephrussi et Neukom, 1927; BIALASZEWICZ, 1928, 1933; Lucké, 1931, 1940; Stewart, 1931a, 1931b; Stewart and Jacob, 1932, 1936; Dorman, 1933; Lucké, LARRABEE AND HARTLINE, 1935/36; Lucké, Ricca and Hartline, 1936; Lucké, Hartline and Ricca, 1939, and others).

However, there are no data showing that the water balance of the ovum cells is regulated by osmotic factors. In almost all the experiments cited, and in the above-mentioned studies with muscles and erythrocytes, the authors used the formula (V-b)P = const, being a correction corresponding, in their opinion, to the osmotically inactive, bound water. Since the value

* Troshin in his book (1956) points out the source of Hill's error.
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value of this correction was arbitrarily chosen by the author himself, the agreement between the theory and the experiment is no more convincing.

Finally, the interesting work of Vasil’ev (1922) should be mentioned. He determined the changes in the nerve diameter in isotonic solutions of mineral salts, acids and alkalies, using an ocular micrometer. The results showed that the volume of the nerve changed to different extents in these solutions. In acids and in alkalies it increased, while in salt solutions it decreased. The water-reducing effect of salts varies within the series KCl<NaCl<CaCl₂. It is quite obvious that these phenomena cannot be explained by osmotic phenomena but they are well explained by the assumption of the colloidal-chemical phenomenon of swelling and shrinking. The author himself reached the same conclusion.

As seen from this short review of literature concerning the water balance of different animal cells, it is doubtful whether the water equilibrium between the protoplasm of such cells and the surrounding environment is determined by osmotic forces based on the cell envelope of semipermeable membrane. This fact emphasised the necessity to check again the applicability of the law of osmosis to animal cells (Nasonov and Aizenberg, 1937).

At first we chose calf muscles of the frog for study. The change in the water content was determined not by the decrease or increase in weight, as was done by Overton (1902), but directly by changes in volume. The volume was determined by the column of liquid displaced after immersion of a great number of muscles in long, narrow chemical burettes. By doing this we removed a source of error connected with the drying of the muscles before weighing, and with corrections for the specific gravity of the dissolved substances. The muscles were placed in solutions of the substances studied at different concentrations (prepared in Ringer’s solution) and their volumes measured at given time intervals until final equilibrium occurred, i.e. after 2 to 3 hours. After the experiment, the excitability of the muscles was always checked by electric stimulation.

In the choice of substances we were guided mainly by the classical work of Overton. Thus, almost all the substances studied by us were previously studied by him. Overton established the famous series of permeability, at the end of which sugars and polyhydroxy alcohols were listed as substances which absolutely do not penetrate the cell. Overton was quite correct in insisting on complete impermeability of sugars, from the point of view of osmotic considerations, since in his experiments the muscles were not deplasmolyzed in sugar solutions within six days. In order to obtain an osmotic effect of equal strength, many other substances had to be studied at higher concentrations, which according to Overton, explained their partial permeability, although these substances also did not cause deplasmolysis. The effect of the following substances was studied: among the macromolecular colloid substances—egg albumin, gum arabic, and peptone; among the disaccharides—saccharose and lactose; among the monosaccharides—glucose and galactose; among aminoacids—alanine, followed by urea and glycerol. According to Overton, only the two latter substances among those studied penetrated the muscle fibers.

Using the above method of measuring volumes, we were able to construct a graph of changes in volume of muscles with time for each concentration of the substances studied. As seen from Figures 58 and 59, during the first hour a comparatively rapid loss of water occurred, followed
by a slow attainment of the final equilibrium by the muscle. For the comparison of the relative effect of substances on the volumes, we chose the time of 2 hours and 30 minutes.

Figure 58 shows a series of curves corresponding to each of the substances studied. The abscissa shows the logarithms of the molar concentrations of these substances, in order to facilitate comparison, while the ordinate gives the volume of the muscles, measured after 2 hours and 30 minutes, in one or another solution. In all cases the initial volume measured before immersion in the test solution was accepted as 100%. In the following series the curves are distributed according to the strength of water removal from the muscles: urea < glycerol < alanine < glucose, galactose < saccharose, lactose < dextrin < gum arabic < egg albumin. In a group of curves from sugars to urea, the series corresponded to Overton's permeability series, according to which sugars and aminoacids did not penetrate at all into living muscle fibers. The remaining substances influenced the muscle volume in a degree inversely proportional to the ease with which they permeated the membrane.

It is well known that living muscles contain 80% water. An 8% solution of saccharose (0.25 M for amphibian muscles) added to an isotonic solution...
of Ringer (0.23M), increased the osmotic pressure of the medium approximately twofold. If the semipermeable membranes of the muscle fibers were really impermeable to sugars and salts, the muscle fibers would lose 40% of their volume. In reality, however, muscles, while alive, lost only 16.7%, i.e., 2.4 times less than required by the membrane theory. We have already mentioned that Overton, in order to overcome this difficulty, assumed that 35% of the water in the muscle fibers was bound and therefore osmotically inactive. We have also seen that other investigators, too, who worked with erythrocytes, ovum cells etc., explained the discrepancies between the experimental facts and the requirements of the theory in this way. However, there is a possibility for the objective solution of the problem of whether water is really bound.

If sugar does not penetrate the muscles, and if the removal of water is due to osmosis, it is understandable that there can be no other substance which at concentrations isotonic with sugar would remove more water than it does. However, it follows from Figure 60 that the curves of water removal for dextrin, albumin and gum arabic are located considerably to the left of that of sugar. This indicates that the muscles lost approximately similar amounts of water in 0.25 M solution of saccharose, 0.04 M solution of dextrin and 0.003 M solution of egg albumin and gum arabic. In other words, in order to obtain the same reduction in volume of living muscles, it was necessary to use a dextrin solution six times weaker than the sugar solution, while egg albumin or gum arabic caused the same reduction of water at concentrations 125 weaker than that of sugar.

It is clear that such an excessive water removal cannot be caused by osmosis. Indeed, an isotonic concentration for muscles corresponds approximately to that of a 0.23 M solution. An 0.003 M solution of egg albumin in an isotonic Ringer's solution has an osmotic pressure corresponding to 0.23 + 0.003, i.e. 0.233 M solution. Consequently, even if it is assumed that the osmotically active water in muscle comprises 100% of its volume, the volume of the muscle in such a solution should decrease 0.233/0.230 (= 1.013 times), i.e., by 1.3%. Actually, however, it decreased by 21%, as can be seen from Figure 60.

Thus, if in solutions of saccharose, muscles lose less water than required by the membrane theory, in solutions of albumin, gum arabic and dextrin, they lose more than theoretically expected. Obviously it is not possible to explain both deviations from the theoretical requirements by assuming the presence of bound water.

It is interesting that the facts (of considerable reduction in volume of muscles in dextrin and albumin solutions) were known to Overton, although he mentioned albumin only indirectly, giving no numerical values. "These apparent contradictions caused me many headaches for a long time".*

* "Diese scheinbare Widersprüche die mir zeitlang viel Kopfzerbrechen verursachten" (Overton, 1902, S. 237).
In order to save the membrane theory, Overton proposed the following explanation: in his opinion colloid solutions do not penetrate through cell membranes, nor even through the connective tissue membrane (perimysium) enveloping all the muscle, while salts diffuse freely through this membrane. On the basis of this assumption it may be deduced that although the external colloid solution may be weak, it can extract all the liquid from the intercellular space of the muscle.

**FIGURE 60. Effect of nonelectrolytes on the volume of living muscles (according to Nasonov and Aizenberg, 1937)**

1—urea; 2—glycerol; 3—alanine; 4—glucose; 5—galactose; 6—saccharose; 7—lactose; 8—peptone; 9—dextrin; 10—egg albumin; 11—gum arabic. The concentration regions in which the muscles still maintain their excitability are designated by solid lines.

**FIGURE 61. Effect of nonelectrolytes on the volume of killed muscles (according to Nasonov and Aizenberg, 1937)**

Legend as in Figure 60.
In order to check the correctness of Overton's explanation, analogous experiments were performed with ova which develop in sea-water, where osmotic "suction" of water from the intercellular spaces does not apply (Aizenberg, 1939). Nonfertilized egg cells of the starfish (*Asterias rubens*) and the sea worm (*Pectinaria hyperborea*) were used in these studies. Their changes in volume were studied by measuring their diameters under the microscope. The water-removing effect of solutions of glycerol, monosaccharides, disaccharides and dextrin dissolved in sea-water was studied. The results of experiments performed according to the same scheme as those with muscles, are illustrated in Figures 62-64.

Figure 62 illustrates the gradual approach of the volume of egg cells to the equilibrium state after immersion in nonelectrolyte solutions of various concentrations. Here, too, all the solutions caused a removal of water, the equilibrium being attained sooner than in muscles (after 0.5-1 hour). As in muscles, deplasmolysis was not observed while the egg cells were submerged. From this it would be concluded, according to the membrane theory that these ova were completely impermeable to all the substances studied. Under such conditions all these substances in isomolar concentrations should have removed water to the same extent.

However, as seen from Figures 53 and 54, the substances used form a series in relation to their strength of water removal: dextrin > lactose, saccharose > glucose, galactose > glycerol. Here, as in the case of muscle the substances in the righthand part of the series (for example dextrin) remove water in greater amounts than required by the theory. The excessive removal of water in this case cannot be explained by osmotic forces, since there are no intercellular spaces here, about which Overton wrote while attempting to explain the excessive removal of water from muscles by solutions of macromolecular compounds. At the same time, there is no doubt that the cells used were fully alive. This was proved by the fact that after being rinsed in pure sea-water, the egg cells used in the experiments were fertilized and were shown to be capable of normal fragmentation.

Thus, isomolar solutions of the investigated surface-active non-electrolytes formed the same series in relation to their water-removing force in respect to muscles and egg cells as the series in respect to their molecular weight: gum arabic (37,037), egg albumin (34,000) > dextrin (2,736) > saccharose (342), lactose (342) > galactose (198), glucose (198) > glycerol (92), alanine (89) > urea (60). It has been shown that these substances also give the same series in respect to the strength of water removal from muscles killed by 96° ethyl alcohol or by 0.2% NaOH. The results of the experiments with killed muscles, performed similarly to those with living ones, are illustrated in Figure 61. Killed muscles, submerge: in nonelectrolyte solutions, lost approximately the same percentage of water, more or less at the same rate as living muscles, and they showed no deplasmolysis.

Comparison of Figures 60 and 61 shows the extraordinary resemblance between the dehydration curves of the nonelectrolyte series for live and killed muscles. However, the latter comprise a well-known membraneless colloid system, and therefore cannot be considered as tiny osmometers. It is quite obvious that this is a colloid-chemical dehydration and not an osmotic removal of water. This is confirmed by the fact that in respect to the dehydrating capacity of many nonsurface-active nonelectrolytes, the same series was obtained for such a simple and well-known colloid system as swollen gelatine, by Weber and Lederer (1938) and by Nasonov, 1938.
All the above data lead to only one conclusion: removal of water from animal cells by solutions of different nonelectrolytes is not an osmotic process but a colloid-chemical dehydration. From this follows a very important conclusion for the theory of cell permeability: decrease in volume of animal cells on immersion in solutions of these or other substances shows that these substances penetrated the cells, because colloid dehydration may occur only under the condition of soaking the colloid system by the dehydrating solution. Thus, from the point of view of the osmotic theory, the same phenomenon—decrease in volume—indicates that the substance did not penetrate, while from the point of view of the colloid theory the opposite is true.

If our data are correct, as is easily checked, it then follows that all the substances studied penetrate comparatively rapidly into the animal cells independently of the size of their molecules, starting from urea (molecular weight of 60) up to such substances as egg albumin, (molecular weight of 34,000), the entrance of the substances being accompanied by exit of water from the protoplasm. This was proved by Troshin (1953) by direct analyses of a number of substances. Figure 65 illustrates permeation of galactose into erythrocytes (b) with simultaneous loss of their water (a). Both processes are parallel to one another and therefore the process is not osmotic. There is also no deplasmolysis. The same is seen in Figures 66 and 67.

In connection with the above, the widely accepted concept "isotonic solution" used in contemporary physiology should be revised. This term denotes a solution the total molar concentration of which equals the sum of molar concentrations of all substances dissolved in the cell. This term has a meaning only under the condition that the substances contained in the solution surrounding the cell do not pass through the semipermeable cell membrane, therefore creating an osmotic pressure which tends to remove water from the protoplasm. It is also assumed that the substances in the cells are in a free dissolved state and also do not pass through the cell membrane to the outside, with a resultant osmotic pressure inside the cell, tending to draw water from the surrounding fluid. The equality of the osmotic pressures inside and outside the cell supposedly ensures the water equilibrium.

---

* Many other proofs are now available for the penetration of protein molecules into animal cells (Meshcherskaya, 1931; Oparin and Yurkevich, 1949; Yurkevich, 1954, and others).

** It will be shown later that this assumption is erroneous.
Figure 63. Change in volumes of ova of Pectinaria hyperborea, in relation to the concentration of nonelectrolytes in the medium (according to Aizenberg, 1939)

a—dextrin; b—lactose (1) and (2)—saccharose;
c—glucose (3) and (4) galactose; d—glycerol.

Figure 64. Change in volumes of ova of Asterias rubens in relation to the concentration of nonelectrolytes in the medium (according to Aizenberg, 1939)

Legend as in Figure 63.

Figure 65. Change in water and galactose content in rabbit erythrocytes, placed in a 2% solution of galactose prepared in Ringer's solution (according to Troshin, 1953)

a—decrease in water in the erythrocytes (percent of control);
b—uptake of galactose by erythrocytes (in percent per 100 g of cellular water); c—decrease in galactose in the medium (percent).
We recently reached the conclusion that this concept is incorrect; that all the substances do penetrate into the cells and that the water equilibrium is established not osmotically, but by chemical forces which cause colloid swelling. Consequently, the expression "a solution isotonic for cells" has no scientific value and may, in many cases, mislead the investigator.

Chapter 2. Basis of the Sorption Theory of Cell Permeability

Penetration of Nonelectrolytes into the Cells from the Point of View of Diffusion and Distribution Phenomena

In terms of the membrane theory of permeability, protoplasm may be considered as an aqueous solution of different substances surrounded by a semipermeable membrane. If the cell is surrounded by a solution of any substance not present in its protoplasm, or which is present there at a lower concentration, this substance will tend to diffuse into the cell due to the presence of a concentration gradient. A membrane lies in the path of this diffusion, which either does not let the substance through at all or slows down its diffusion to a greater or lesser degree. The permeability of substances through the membrane should be determined by the velocity of its diffusion. Finally, the concentration of the substance inside and outside the cell should become equal. Figure 68 A illustrates curves showing the increase in concentrations of the substances permeating into the cell, related to time. The final level should in all cases be the same (equal to the external concentration), but the rate of attainment of this level may differ. This may be checked by analyzing the cell content at different time intervals after placing the cells into various solutions.
Unfortunately, the original investigators made very little use of such a direct but quite complicated method of study of permeability and, following the example of Overton, they mainly used the simpler but indirect osmotic method. Later, the method of direct analysis became more generally used, the subjects being mainly cell suspensions, such as erythrocytes, yeasts, etc. It became gradually clear that a simple picture such as the one described in Figure 68 A was never actually observed, but the reaction taking place was rather that illustrated in Figure 68 B.

The majority of the substances studied penetrated the cell at approximately the same rate, but the intracellular equilibrium concentration only rarely coincided with the external one (Figure 68 B, 3). For some substances this equilibrium concentration was lower than the external one (Figure 68 B, 1, 2), while for others it was higher (Figure 68 B, 4). Thus, the difference in the nature of penetration of a substance was determined not by the rate of penetration but by quite another index—the established level.

Again in terms of the membrane theory, an equilibrium level exceeding the external concentration might be explained by absorption of the penetrating substance onto surfaces of cell colloids. But a level lower than the external concentration was quite inexplicable in this way. It required special explanations, especially in cases where the penetrating substance was not decomposed and did not enter into any combinations within the cell. This lower level could be explained by the fact that a part of the water in the cell was bound and did not therefore serve as a solvent. However, the percentage of the excess of the external concentration of the substance above the intracellular one should always have been the same, independently of the substance whose penetration is studied.

In view of the fundamental importance of these phenomena for the understanding of permeability, a number of examples will be discussed and analysed. First, the simplest, i.e., permeability of cells in respect to surface-inactive nonelectrolytes. Later, those experiments in which the direct method of chemical analysis was employed will be considered.

Many experiments were performed on the permeability of erythrocytes. Originally, the investigators mainly used the osmotic method, assuming that monosaccharides, disaccharides, and polysaccharides did not penetrate at all into erythrocytes (Grijs, 1896; Hedin, 1897, 1898; Masing, 1913, 1914a, 1914b; Kozawa, 1913, 1914; Ege, 1920a, 1921b; Mond and Hoffmann, 1928; Fleischmann, 1928; Mond, 1930, and others). However, the use of the direct chemical analysis often led to contradictory results. The proponents of the membrane theory objected to the chemical method which supposedly gave distorted results since substances adsorbed on the surface of cells were, according to this method, considered as having penetrated the protoplasm (Fleischmann, 1928, Mond and Hoffmann, 1928; Mond, 1930; Gelhorn, 1932; Rubinstein, 1947, and others). However, against this assumption is the fact that the increase in permeability to fermentable sugar detected by the chemical method is always accompanied by a corresponding increase in glycolysis, and such a complicated process cannot be performed only on the cell surface (Kolotilova and Engelhardt, 1937; Brooks, 1947, and others). In addition, the process of adsorption on surfaces of suspended particles should be completed in a matter of seconds. As far as the erythrocytes are concerned, the equilibrium between the external concentration and the content of the substance
in the cells is established within several hours (Figure 68), completely excluding the phenomenon of adsorption to external surfaces of erythrocytes. Thus, the direct chemical analysis is after all the best of all known methods used in the study of permeability of animal cells.

We have already mentioned that on penetrating into erythrocytes, sugars reach a definite concentration level in the protoplasm which is always lower than that in the external solution. The ratio between the internal level established ($C_c$), to the external one ($C_s$), was designated as the distribution coefficient ($Q$) and was used by certain investigators as a measure of permeability, although it is quite obvious that the distribution coefficient has nothing in common with permeability and diffusion rate through the membrane.

Examples will be given of the values of $C_c = Q$ for various substances and objects. Thus, Masing (1914a) found in the case of penetration of dextrose into human erythrocytes that $Q$ equals 0.52-0.70. According to Ege (1920a, 1921a, 1921b) the penetration of glucose into dog erythrocytes is characterized as $Q = 0.33$; in human erythrocytes, $Q = 0.75$. Folin and Berglund (1922a) and Wu (1922) found this coefficient for human erythrocytes to be close to unity ($Q = 1.0$). Swedberg (1933), using the method of direct chemical analysis, determined the sugar content in plasma and erythrocytes of different animals. He gave the following ratios of these two values: for the dog—0.21, guinea pig—0.23, ox—0.26, rabbit—0.15, monkey—0.54.

Similar results were obtained by Woodhams and Pickworth (1932), who showed that the final concentrations of glucose and urea in erythrocytes were considerably lower than those in the surrounding medium. The distribution coefficient for urea was approximately 0.60 and for glucose—0.40. According to these authors, such distribution of substances depended to a considerable degree on the selectivity of the protein substrate of the erythrocytes.

There are many similar studies in the literature. In all of them the coefficient of distribution of sugars between the protoplasm and the environment is always given as less than unity. We have already said that in relation to fermentable sugars, this may be explained by the fact that the decrease
sugar within the cells (as a result of splitting) is not sufficiently rapidly replenished by diffusion from the external medium. However, for non-fermentable sugars, too, the value of Q is always less than unity. In addition, in the works of Engelhardt and Kolotilova (1936), Kolotilova and Engelhardt (1937) and Kolotilova (1937), it was shown that on treating erythrocytes with fluoride or moniodacetate (which stop glycolysis), penetration of sugar into the cell proceeded quite rapidly.

Figure 69 shows that after 2-4 hours the entrance of glucose into the cells ceased, and the sugar concentration established in the cell was half that of the medium. According to the authors' data such nonfermentable sugars as galactose, arabinose, and xylose also penetrated the erythrocytes and in these cases the external concentration was always higher than the intracellular one. Finally, there are papers in which penetration of sugars into erythrocytes has been convincingly established. Keth and Power (1937) introduced saccharose into human blood and they observed that after 6 hours the concentration of the sugar in the plasma was 3 times as high than that in the cells. Similar results were obtained by Vorob'ev (1939), who studied the permeability of stored human erythrocytes in respect to saccharose.

It is well known that the main source of energy for the work of muscles is the splitting of carbohydrates; therefore sugar should freely penetrate the working muscle. However, Overton (1902), on the basis of his osmotic experiments, reached the conclusion that muscles are completely impermeable to sugars. Overton's point of view was shared by Hill (1930, 1935) and by Höber (1945). Strictly speaking, all the adherents of the membrane theory should share this point of view. Overton drew his conclusions from the fact that in hypertonic sugar solutions muscles lose water and do not return to their initial volume before death. In spite of this, direct chemical analysis indicates penetration of sugars into skeletal muscle fibers and into the heart muscle. In these cases, too, an equilibrium concentration lower than that of the surrounding medium is established. Thus, Schulze (1927) observed that the intramuscular concentration of glucose reached 35% of the external one, while Eggleton's (1935) figures were 16-27%. It is true that both authors assumed that the sugar penetrated only into the intercellular spaces; however, this assumption was certainly incorrect, since according to recent data, these spaces in muscles do not exceed 9% of the total volume of muscles. The permeability of muscles to mono-, di-, and polysaccharides was also demonstrated in the studies of Krogh and Lindberg (1944), Gzhatskii and Vankadkanti (1947); Hetenyi, Isselkutz et al. (1953). In all these experiments, direct chemical analysis of the medium and of the muscle cells was the method used.

Kannev (1938), in a very thorough review of the permeability of skeletal muscles, studied the penetration of nonfermentable sugars—galactose and saccharose. He placed frog muscles in a relatively small amount of sugar solution in Ringer's liquid, and assessed penetration into the muscles by the decreased concentration in the surrounding solution. The penetration of saccharose from a 1% and a 4% solution, and of galactose from a 2% solution, were studied. The results of the experiments are described in Figure 70A, which shows the increase in concentration of the sugars within the cell with (a) its decrease in the surrounding solution, and (b) time. It can be seen that both sugars penetrated equally rapidly into
the cell and reached a certain concentration level in the protoplasm after 2-3 hours (b). This concentration never approached the level of the external solution (a), and comprised only a certain fraction of it. For galactose this was 42.1% of the external concentration, for 1% sucrose—32.7%, and for 4% saccharose—28.4%. There is no doubt that the sugars penetrated into the protoplasm of the fibers since the intercellular spaces in muscles comprise only 9% of the total volume of muscle. The low concentration level also cannot be explained by decomposition of the sugar molecules in the fibers because the sugars used were nonfermentable. This low level cannot be explained by the presence of bound water because in that case the percent of decrease should always have been the same. The author himself concluded that the amount of sugars in the fiber was determined not by a membrane mechanism but by the solubility of these substances in the protoplasm of muscles. The latter the author considered as possessing a dissolving capacity different from that of the water in the surrounding solution.

Figure 70B shows that penetration of these sugar solutions into killed muscles presents a fundamentally different picture. The sugars penetrated the killed muscles at approximately the same rate as into living ones*; however, the final concentration levels of the sugars inside and outside the cell became equal in all cases (the slight excess of concentration inside the dead muscles may be explained by a slight adsorption of the sugars onto micelles of the dead protoplasm).

While in the case of surface-inactive substances, as for example sugars or monohydroxy alcohols, the equilibrium in the cells is established at a higher concentration of these substances in the medium \( Q = \frac{C_{protoplasm}}{C_{medium}} < 1 \); in the case of surface-active substances which Overton considered to be readily permeable, an inverse relationship exists. The concentration inside the cell may be higher than that in the medium \( Q > 1 \). Thus, Lazarev and Nuselman (1932) and Brusilovskaya (1939, 1947) showed that ether, chloroform, and other narcotics, on entering the cell (erythrocytes) may reach concentrations considerably higher than the external ones. Fabre and Fredet (1925) found that on injection of veronal into the blood a ratio of 1.88 of veronal concentrations in erythrocytes and in serum was established.

---

* If permeability denotes the rate of penetration of a substance into the cells, then, on the basis of the above said one would draw the untenable conclusion that permeability of living and dead muscle is very similar.
Obviously, on entering the cell, the surface-active substances are adsorbed onto micellar surfaces, due to which a high concentration of these substances is established in the protoplasm.

Analysis of Distribution Curve. Studies by Troshin with Nonelectrolytes

A thorough study of the effect of various substances, and especially of nonelectrolytes, on the water content of animal cells, led us to the conclusion that this phenomenon is not based on osmosis but on colloidal-chemical phenomena of swelling. This in its turn led the so-called osmotic method of study of permeability to be abandoned on the grounds that it was based on false assumptions and gave erroneous results.

In this respect, the most reliable method is the direct chemical analysis of the cells and their environment. However, the few studies of this kind, as can be seen from the above review, suffer from serious shortcomings. The authors never gave any proof that they dealt with established equilibria. Another even more serious shortcoming of these studies is the fact that they used isolated, sometimes arbitrarily chosen, concentrations of substances, while in order to assess the nature of the permeability process it is necessary to study a series of concentrations. This permits the construction of a distribution curve for the substance between the cell and its environment.

Studies of this kind were performed by Troshin, in all cases by a similar method. At first he determined the intercellular concentration of the investigated substance in relation to the environment, after equilibrium was established following a time interval. This was done with a series of increasing concentrations, starting with very weak ones, and ending with the strongest solutions not yet harmful to protoplasm. Subsequently, on the basis of the data obtained, a curve was drawn showing the relationship of the intercellular concentration of the substance \( C_c \) calculated for the intracellular water to its concentration in the surrounding medium \( C_s \).

Figure 71 illustrates the penetration of a nonfermentable sugar—galactose—into rabbit erythrocytes. Equilibrium concentration was reached in the erythrocytes in 2-3 hours. Obviously this was not due to adsorption onto the cell surface because this would have been established within a few seconds. However, the ratio between this equilibrium concentration \( C_c \) and the surrounding one \( C_s \) clearly depended on the concentration of the surrounding solution. In a weak solution (Figure 71, A), the concentration in the protoplasm was higher than in the environment, while in a strong solution (Figure 71, B), the reverse was true.

This is especially well seen from the data in Table 25, where with increase in concentration of galactose the coefficient \( Q = \frac{C_c}{C_s} \) decreased to less than 1. Figure 72 was constructed according to the data in Table 25. The curve describes the relationship of the sugar content of the erythrocytes to its concentration in the external medium.

If a simple aqueous solution were present within the cells, the concentration of sugar in the erythrocytes would correspond to the straight line on
(at an angle of 45° to the abscissa). However, the curve ob is far from representing a simple dependence, as postulated by the membrane hypothesis. At first the curve rises steeply, being located above the bisectrix oa. This means that the cells take up the sugar from weak solutions at a higher concentration of the medium. Further, the curve ob intersects with the bisectrix and runs parallel to it. This means that the sugar diffusing from stronger solutions enters the cell at a lower concentration than that in the surrounding medium. The curve itself straightens out in this region, and continues at an angle to the abscissa smaller than 45°. If in the initial part the curve ob is similar to an adsorption curve, in the more distal regions it is a straight line similar to the distribution curve between two solvents, according to the law of Henry.

Troshin analyzed the curve and showed that it indicates two processes taking place in the cells: first, solution of the permeating substance in the dispersion medium of the protoplasm, and second, its adsorption onto surfaces of colloid particles. At the beginning adsorption prevails. Later however, when the surfaces of the micelles are saturated by the substance, adsorption gradually ends, and dissolution begins.

Insofar as the slope of the straight line corresponding to the process of solution is less than 45°, it may be concluded that the solubility of the substance in protoplasm is lower than its solubility in water. The combination of these two factors—adsorption and low solubility—caused the distribution of the substances between the cell and the environment (Q), as observed in the experiment. It follows that the total amount of sugar in the protoplasm (C₀) consists of sugar dissolved in the protoplasm water (C) and of sugar adsorbed (A), or

\[ C₀ = C + A \]  

It may be assumed that the properties of the protoplasm water as a solvent (within the concentration range of the sugar employed) do not change in the surrounding liquid. \( K \) designates the distribution coefficient, in the equation of Henry, between the surrounding water and the water of the protoplasm. \( C \) designates the concentration of the sugar in the surrounding medium. The equation of Henry is then obtained

\[ C = C₀ K \]  

* It will be shown later that water of coacervate systems shows just such a low capacity for solution.
Substituting in equation (1) the value of \( C \) from equation (2), we obtain the equation:

\[
C_c = C_s K + A
\]  

(3)

In this equation, \( A \) (adsorbed sugar) is not a constant value, but depends on the concentration of sugar dissolved in the protoplasm water (\( C \)), which according to equation (2), equals \( C_s K \). The dependence of \( A \) on \( C_s K \) may be expressed by the Langmuir equation for a nonpolar adsorption:

\[
A = A_\infty \frac{C_s K}{C_s K + a}
\]  

(4)

where \( A_\infty \) is the limit of adsorption, and \( a \) is a constant characterizing the slope of the adsorption curve.

Substituting for \( A \) in formula (3) its value from equation (4) we get:

\[
C_c = C_s K \left( 1 + \frac{A_\infty}{C_s K + a} \right)
\]  

(5)

At a sufficiently high concentration of sugar in the equilibrium liquid, when \( a \) becomes so small in comparison with \( C_s K \) that it can be neglected, equation (5) acquires the following form:

\[
C_c = C_s K + A_\infty
\]  

(6)

This is the equation of the straight line \( db \) (Figure 72) inclined at a certain angle to the abscissa. This straight line intersects with the coordinate axis at the point \( d \), the sector \( od \) equalling \( A_\infty \). In this way the adsorption limit for the substance under study can be graphically determined on micellar surfaces of protoplasm.

For this purpose the right-hand straight line part of the curve \( ob \) must be continued to the intersection with the ordinate axis. The sector \( od \) will numerically equal the adsorption limit \( A_\infty \). In the case discussed, the limit of the amount of sugar adsorbed by erythrocytes \( (A_\infty) \), corresponding to the sector \( od \), equalled 0.038 g per 55 g of dry residue of erythrocytes or per 100 ml of cellular water.

Another characteristic permeability constant—\( K \) (distribution coefficient of the substance between protoplasm water and the medium)—was also graphically determined.

The straight line \( oc \) parallel to \( db \) denotes the relationship between the amount of sugar dissolved in the protoplasm \( (C_c - A_\infty) \) and its concentration in the equilibrium liquid, which is in agreement with Henry's law (equation 2). Determining from the graph the value of \( C \) at a certain value of \( C_s \) from formula (2), the value of the distribution coefficient is found. In the case of galactose distribution between the surrounding water and the water of the erythrocytes, \( K = 0.42 \).

From the data in Table 25 an adsorption graph can be constructed, excluding the part of the substance which is dissolved. Figure 73 shows such a curve. It has the typical form of a Langmuir curve. The data calculated from the Langmuir formula are presented in the form of crosses, while those obtained experimentally are represented by circles. As is seen, the calculated and experimental data agree fairly well.
FIGURE 72. Relationship between galactose concentration in rabbit erythrocytes ($C_c$ in g per 100 ml of intracellular water), and the concentration of the sugar in the equilibrium liquid of the medium ($C_s$, %). According to Troshin (1951b)

oa—bisectrix ($C_c = C_s$); ob—distribution curve; oc—relationship between the concentration of the fraction of the substance dissolved in the protoplasm, and its concentration in the medium; od—adsorption limit.

FIGURE 73. Adsorption isotherm of galactose by rabbit erythrocytes
According to Troshin (1955)

The abscissa shows the concentration of galactose in the water of erythrocytes (in %); the ordinate shows the amount of the adsorbed galactose (in g per 55 g dry residue or per 100 ml cellular water). $A_\infty$—adsorption limit; a—the constant of the slope of the adsorption isotherm.

Table 25

<table>
<thead>
<tr>
<th>Amount of water in erythrocytes (%)</th>
<th>Concentration of galactose in medium ($C_s$)</th>
<th>Concentration of galactose in erythrocytes ($C_c$)</th>
<th>Fraction of total galactose present in erythrocytes</th>
<th>$Q = \frac{C_c}{C_s}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>65</td>
<td>0.003</td>
<td>0.011</td>
<td>0.001</td>
<td>0.010</td>
</tr>
<tr>
<td>66</td>
<td>0.007</td>
<td>0.015</td>
<td>0.003</td>
<td>0.012</td>
</tr>
<tr>
<td>65</td>
<td>0.015</td>
<td>0.026</td>
<td>0.006</td>
<td>0.020</td>
</tr>
<tr>
<td>65</td>
<td>0.032</td>
<td>0.041</td>
<td>0.013</td>
<td>0.028</td>
</tr>
<tr>
<td>64</td>
<td>0.071</td>
<td>0.058</td>
<td>0.029</td>
<td>0.027</td>
</tr>
<tr>
<td>64</td>
<td>0.148</td>
<td>0.087</td>
<td>0.050</td>
<td>0.027</td>
</tr>
<tr>
<td>65</td>
<td>0.322</td>
<td>0.159</td>
<td>0.132</td>
<td>0.027</td>
</tr>
</tbody>
</table>

The amount of adsorbed and dissolved galactose in rabbit erythrocytes (in g per 100 ml of water), at different concentrations of the sugar in the equilibrium liquid. According to Troshin (1951b)
A number of authors point out the fact that with increase in the concentration of the sugar in the medium, its relative concentration in the erythrocytes decreases (Masing, 1914a; Ege, 1920c, 1921b; Hauser, 1925a, 1925b; Woodhaus and Pickworth, 1932, and others). The theory of Troshin gives a good explanation of these facts.

In general these were the main lines of thought which led Troshin (1951e) to divide the phenomena of permeability into two components—adsorption and solution. Using the same method for other objects and other substances Troshin showed that the distribution curve (Figure 72) is a graphic description of a very common rule, applying to nonelectrolytes and electrolytes. Examples of this will be given.

Figure 74 shows the distribution of 3 sugars (arabinose, galactose and saccharose) between striated muscles and the surrounding medium. For each of these curves, the same graphical analysis may be made as that performed for the distribution of galactose between erythrocytes and the medium (Figure 72). The intensity of adsorption (A_m) on the protoplasm micelles of each of these substances, and the distribution coefficients, may be determined.

Arabinose was shown to be the most strongly adsorbed sugar (A_m = 0.09); galactose was somewhat less adsorbed (A_m = 0.02) and saccharose was adsorbed to the smallest extent (A = 0.01). These substances are arranged in the same order, also in relation to their ability to dissolve in the protoplasm of muscles. The highest distribution coefficient was that of arabinose (0.43), followed by galactose (0.32), and finally by saccharose (0.29). This series of sugars corresponds to that of increasing molecular weight.

The concensus of firm opinion in the literature is based mainly on osmotic experiments, according to which urea penetrates well into plant and animal cells (Hamburger, 1889, 1891; Overton, 1895; Grjibru, 1896; Hedin, 1898; Roncato, 1923; Mond and Hoffmann, 1928; Gellhorn, 1932; Hill, 1935; Wilbrandt, 1938a; Höber, 1945; and others). These data were usually treated from the point of view of the membrane theory. Meanwhile, many facts accumulated which did not agree too well with this theory. Many authors have observed that when urea penetrates into protoplasm it reaches a certain concentration level different from that in the environment. Such results were obtained by Wu (1922), Folin and Berglund (1922b), Lundsgaard and Holböll (1928), Folin and Swedberg (1930), Woodhaus and Pickworth (1932), Conway and Kane (1934), Parpart and Shull (1935a, 1935b), Williams and Kay (1945), and others. According to these authors’ data, the intercellular concentration of urea was sometimes lower than the external one, sometimes equal to it, and in certain cases greater. The authors of these studies mostly used single concentrations of urea, sometimes chosen without sufficient foundation, probably assuming that the concentration itself should not affect the distribution coefficient between the protoplasm and the medium. In reality, this is not so. In the case of urea, as in the case of other substances, the equilibrium distribution coefficient (Q) varies, depending on the concentration employed*. This

* The coefficient (Q) should not be confused with the distribution coefficient $K$ in Troshin’s formula (3). The former is the distribution coefficient of the total substance, the adsorbed and the dissolved one; the latter is the distribution coefficient only of the dissolved fraction of the substance which has entered the cell.
Figure 75 B, C shows that from relatively weak solutions, muscle fibers take up urea at a concentration exceeding that of the surrounding medium. As far as stronger solutions are concerned, the concentrations inside and outside the cells are almost similar, the coefficient (Q) here approaching unity (Figure 75 A).

Figure 76 illustrates the distribution of urea in the case of muscles. The first part of the curve ob is the same as in the case of other nonelectrolytes. Here adsorption prevails; therefore the concentration in the protoplasm is higher than in the medium. Later the curve approaches the bisectrix, and intersects it at the point c. By analogy with other substances, it might have been thought that further on, curve ob would acquire a straight linear course at a certain acute angle to the abscissa, corresponding to the solution of the urea in the protoplasm water. However, in the present case the ordinary course of the curve is markedly disturbed. The curve bends upwards, and intersecting the bisectrix for the second time (at point d), steeply rises. This is explained by the fact that concentrations of urea higher than 2% damage the protoplasm, causing denaturation (paranecrotic) changes. This fact does not permit exact determination of the coefficients $K$ and $A_{\infty}$ for urea.

The distribution of creatinine between human blood plasma and erythrocytes was studied by Wu (1922) and by Folin and Swedberg (1930). According to Wu, $Q = 2$. According to Folin and Swedberg, $Q = 0.58 - 0.90$.

In the case of muscles, the distribution of creatinine between the fibers and the medium was studied by Penn (1936) and by Eggleton (1930). According to these authors' data, $Q$ for creatinine is close to 1.

Troshin (1952) studied the distribution of creatinine in frog muscles in a large number of equilibrium concentrations. As always, the equilibrium concentration levels (Figure 77) were first determined for a number of solutions. Subsequently, on the basis of the data obtained, a distribution curve was plotted (Figure 78). In principle this curve did not differ from others obtained for the permeability of nonelectrolytes. At first the muscles took up creatinine from weak solutions, to a concentration higher than the external one. This is the predominant region of adsorption. Subsequently, after adsorption saturation was complete, the intracellular concentration of creatinine increased in a rectilinear fashion at an acute angle to the abscissa. In this region solution of the substances in
protoplastic water predominated, and the distribution of the substance obeyed the law of Henry. The acute angle of the slope of the straight line indicates that the solubility of creatinine in protoplasm water was lower than in the surrounding water. On the basis of these data, and by the use of the above-described method, both basic permeability constants—$A_\infty$, $K$—were determined. In case of penetration of creatinine into frog muscle $A_\infty = 0.007$ g per 100 g of intracellular water and $K = 0.38$. Consequently, solubility of creatinine in the sarcoplasm was 62% lower than in the water of the surrounding medium, independently of its concentration in the latter.

**FIGURE 75.** Uptake of urea by frog muscles from the surrounding solution (according to Troshin, 1954)

A, B, C—different initial concentrations of urea; a—disappearance of urea from the medium; b—uptake of urea by the muscles.

**FIGURE 76.** Relationship between the concentration of urea in muscle fibers of the frog ($C_c$, in g per 100 ml of intracellular water), and its concentration in the medium ($C_s$ in %) under conditions of diffusion equilibrium (according to Troshin, 1954). For details see text.

It has already been mentioned that permeability of plant cells as determined by their plasmolysis is a fundamentally different phenomenon from the penetration of substances into nonvacuolated animal cells, as determined by direct chemical analysis*. In the former case the diffusion rate of the substance through a layer of protoplasm and tonoplast is studied, in the latter the rules of distribution of the dissolved substance between protoplasm and the medium. Undoubtedly a connection exists between these two sets of phenomena, but this connection is not as simple as may seem at

* The problem of accumulation of substances in plant vacuoles is of special interest and will not be dealt with here. Those interested in this problem are referred to the book by Troshin, 1956.
at first sight. Only by experimenting with nonvacuolated plant cells can their permeability be compared with animal cells, when the same method-direct chemical analysis—is applied.

The studies of Troshin (1948a) on permeability of yeast cells are of great interest in this respect. Before his studies such investigations were mainly performed by the use of the osmotic, gravimetric and volumetric methods (Swellengrebel, 1905; Paine, 1911; Sohngen and Wieringa, 1926; Rubinshtein and Verkhovskaya, 1935). These led to contradictory results. As seen from Figure 79, illustrating the establishment of equilibrium in the distribution of lactose between yeasts and the medium, the same rules of permeability are observed as with animal cells. A low concentration of lactose (2.3%) resulted in high intracellular concentration as compared with the surrounding solution (Figure 79, C). A certain intermediate strength of solution (8.1%) led to an approximate equilibrium of the concentrations inside and outside (Figure 79, B). Finally, in strong solutions (Figure 79 A), the concentration of lactose in yeast cells was lower than in the surrounding medium.

This is shown even more clearly by the distribution curve (Figure 80). Here the initial zone corresponding to the predominance of adsorption is quite extensive. Later, the curve crosses the bisectrix at a point where the external and internal concentrations are equal and passes into a region where the external equilibrium concentration predominates. In the given case the adsorption constant is very high \( A_x = 2.2 \) g per 100 ml of water. The solubility constant \( K \approx 0.55 \). This means that in the protoplasm water of yeasts, solution of this nonelectrolyte is 45% lower than in the water of the surrounding medium.

Figure 81 shows an adsorption isotherm of lactose in yeast protoplasm. This curve may be obtained by subtraction from each point of the distribution curve (Figure 80) of the corresponding concentration of dissolved lactose, as determined by the straight line oc. On this curve the circles designate the arithmetic means from a large number of experiments, while the crosses represent the points of the theoretical Langmuir curve for nonpolar adsorption according to the formula

\[
A = A_\infty \frac{C}{C + a}
\]

where \( A_\infty \) equals 2.2 and \( a \) equals 0.07.

The figure illustrates well the agreement between the theoretical and the experimental data.

**FIGURE 77.** Entrance into frog muscles of creatinine from the surrounding medium (according to Troshin, 1952)

A, B, C—various initial concentrations of creatinine; a—decrease in creatinine in the medium; b—uptake of creatinine by muscles.
FIGURE 78. Relationship between creatinine concentration in muscle fibers of the frog (C_c, in grams per 100 ml of intracellular water), and its concentration in the surrounding equilibrium liquid (C_s, in percent) (according to Troshin, 1952)

Legend the same as in Figure 72.

FIGURE 79. Uptake of lactose by yeasts (according to Troshin, 1951e)

A, B, C—various initial concentrations of lactose. a—concentration of lactose in medium; b—concentration of lactose in yeasts.

FIGURE 80. Relationship between lactose concentration in yeasts (C_c, in grams per 100 ml of intracellular water), and its concentration in the medium (C_s, in percent) (according to Troshin, 1951e). Legend the same as in Figure 72.
FIGURE 81. Isotherm of adsorption of lactose by yeast cells (according to Troshin, 1956)

Abscissa shows concentrations of lactose dissolved in yeast water (in percent); ordinate shows amount of adsorbed lactose (in g per ml intracellular water of per 48-49 g dry yeast residue.

For other details see legend to Figure 73.

Thus, the example of permeability of yeast cells to a nonfermentable sugar—lactose—shows with special clarity the same physico-chemical distribution of nonelectrolytes between the cells and the medium. The essence of this has been shown to consist in the combination of two factors—(1) low solubility of the substances in the protoplasm water, and (2) their adsorption on micellar surfaces.

Evidently, adsorption is of greatest biological importance. Its main role is at relatively weak external concentrations of the substance, i.e., under conditions closest to physiological. With a higher concentration in the medium, adsorption ceases. Subsequently there is only an increase in the concentration of the substance dissolved in the protoplasm, which biologically is apparently less important. Troshin cites the following quite convincing considerations in favor of this point of view. He points out the well-known fact that the activity of enzymes depends to a certain extent on the concentration of the substrate. With increase in the substrate concentration the velocity of the enzymatic reaction increases, but not without a certain limit. It reaches a certain level which it does not exceed. Curves of this type (Figure 82) are very similar to Langmuir's adsorption isotherms.

Many investigators assume that this similarity is based on the fact that heterogeneous catalysis, which plays an important role in metabolism, requires contact between the enzyme and the substrate. The similarity of these phenomena is illustrated by Troshin in an interesting diagram, in which he traced his curve of lactose adsorption to micellar surfaces of yeast cells protoplasm (Figure 83, 1), the activity of invertase (Figure 83, 2), and the rate of glucose fermentation (Figure 83, 3).
The correlation between these data cannot be accidental. It seems to us that it refutes the assumption often made by adherents of the membrane theory, that the method of direct chemical analysis supposedly detects substances which do not enter the cell, but are only adsorbed to its outer surface.

Distribution of Aminoacids between the Cells and the Medium

The study of permeability of cells to aminoacids is associated with one of the greatest paradoxes in this field of study. Aminoacids—substances absolutely essential for protein metabolism of cells—supposedly do not penetrate at all into the cells, according to many supporters of the membrane hypothesis. This opinion was held by Overton and Höber in relation to muscle fibers and this was also the opinion of a number of authors in relation to erythrocytes (Grijns, 1896; Kozawa, 1914; Hiruma, 1929 and others). At the same time, it has been established by the use of direct chemical analysis that in erythrocytes (Wu, 1922; Folin and Berglund, 1922; Zbarskii, 1925a; 1925b; 1936; Barakhsh, 1934; Yamposkaya, 1938; Kulakova, 1939; Friedland, 1939; Gur'eva, 1940; Salehuk, 1941; Demin, 1941a, 1941b; Hamilton and Van Slyke, 1943; Christiansen and Lynch, 1946 and others), and in fibers of skeletal muscles (Van Slyke and Meyer, 1913) and in other cellular elements (Miropol'skii, 1950), there is a higher concentration of aminoacids than in the surrounding medium. The distribution coefficient (Q) for erythrocytes fluctuates between 1.5 and 4.5, while for muscles it is from 5 to 10. Direct analysis of the content of the axoplasm of the giant nerve fibers of the cephalopod molluscs has shown that the concentration of aminoacids in it is several times higher than in their blood plasma (Schmitt, Bear and Silber, 1939; Silber and Schmitt, 1940, Silber, 1941, and others). The latter case is especially interesting since it completely excludes the possibility that aminoacids are only adsorbed to the cell surface (Höber, 1926).

Finally, it has been proven that the process of accumulation of aminoacids in the protoplasm may be a reversible one. This has been shown by Zbarskii and Zubkova (1934) with dog erythrocytes and by Saichuk (1941) with horse blood.

Troshin (1951d), studied in detail the distribution of alpha-alanine between the calf muscles of the frog and the surrounding fluid, by determining the established equilibrium concentrations of the substance. Parallel experiments were performed with muscles previously killed with 96% alcohol and thoroughly rinsed in Ringer's solution.

The process of establishing the diffusion equilibrium for alanine in experiments with living muscles is illustrated in Figure 84. As in the case of other substances studied, the equilibrium between the internal and external concentrations was reached after 1.5-2 hours, whereby the same rules seem to apply. At weak concentrations of alanine (Figure 84B) the concentration level of this substance in the protoplasm was higher than the surrounding fluid. However, in the case of strong solutions (Figure 84A) the intracellular concentration level lagged behind the external one.

Figure 85 describes penetration of alanine into killed muscles, and shows that there is no basic difference between the rate of penetration of alanine...
into living and dead muscles. Nevertheless, there are basic differences in respect to establishment of equilibrium levels. In killed muscles, alanine penetrated as long as the intra and extra-cellular concentrations did not become equal. The picture resembles that for free diffusion in water.

The distribution curve of alanine (Figure 86) does not basically differ from this type of curve for other substances. In the initial part the curve passes above the bisectrix, i.e. the equilibrium concentration in the protoplasm is higher than in the medium. This is the region of prevalence of adsorption. Subsequently the curve crosses the bisectrix and continues rectilinearly. This is the region of predominant solution. The constant, characterizing absorption in the case of permeability of alanine into muscles, \( A_\infty = 0.029 \text{ gm per 100 ml of intracellular water} \). For this substance \( K = 0.40 \). This means that there is 60% less free dissolved alanine in the water of muscle fibers than in the medium.

The distribution curve for alanine in dead muscles is entirely different (Figure 87, ob). It has the appearance of a straight line almost coinciding with the bisectrix (oa). Here, \( A_\infty = 0 \) and \( K = 0.95 \). This means that in

---

**FIGURE 83.** Adsorption isotherm for lactose by yeasts, and the relationship between the enzymatic activity and the concentration of the substrate in the medium.

- The abscissa shows concentrations of lactose (in %) in the yeast water (or the corresponding concentration of sugars in the medium); the ordinate shows the amount of lactose adsorbed by the yeasts (A, mg per 48-49 dry weight of yeasts),
- the activity of invertase \( \frac{\Delta V}{\Delta t} \) according to Afanas'ev and II'ina, 1949)
- the rate of glucose fermentation (in ml, according to Slator, 1906)

1—adsorption of lactose; 2—activity of invertase; 3—rate of glucose fermentation (according to Troshin, 1958).
killed muscles alanine is not adsorbed by fixed protoplasm and its solubility in the protoplasm is only 5% lower than in the surrounding medium. This small decrease may be explained by the fact that 5% of the water in fixed muscles may be bound.

Thus according to Troshin’s data the aminoacid alanine rapidly penetrates the muscles and reaches a considerable concentration there, especially when the uptake of this substance is from weak solutions. Ten years ago, these data might have been regarded as contrary to the then accepted theories of impermeability of cells to aminoacids. At present however, these facts are in full agreement with a great number of studies recently performed by the use of labeled atoms*.

Protein turnover of the intact organism as determined by the introduction of radioactive amino acids, turned out to be astonishingly rapid. Thus, according to the data of Tarver and Reinhardt (1947), the aminoacid S35—methionine, introduced into the blood of the dog was detected in all the internal organs after two hours, while after five hours only a very small additional increase in its content was observed. According to the

* For a review of the literature see papers by Schonheimer (1942), Konikova (1946), Borsook (1950), and others.
data of Borsook (1959), on introduction into rats of C$^{14}$-labeled amino-
acids, an equilibrium between intra- and extra-cellular amino acids was
established after 30-60 minutes. Evidently, the labeled amino acids en-
tered the different organs at the same rate (Borsook, Deasy, Haagen-
Smit, Keighley and Lowy, 1949).

\[ \text{FIGURE 86. Relationship between the alanine concentration in muscle}
\text{fibers (C}_c\text{) and its concentration in the equilibrium medium (C}_s\text{).}
\text{(according to Troshin, 1951d). Legend the same as in Figure 72.} \]

\[ \text{FIGURE 87. Relationship between alanine concentration in dead muscles}
\text{(C}_c\text{) and its concentration in the surrounding equilibrium}
\text{solution (C}_s\text{). (according to Troshin, 1951d). Legend the}
\text{same as in Figure 72.} \]

The above data show that all the cells are well permeable to amino-
acids. Consequently, the belief that cells are not permeable to these sub-
stances is one of those erroneous ideas based on the faulty premise of the
cell as an osmometer surrounded by a semipermeable membrane.

**Distribution of Vital Stains between the Cells and the Environment**

In the study of permeability special attention was always paid to the
penetration of vital stains into the cells. The supporters of the membrane
theory explained the greater or lesser penetration of stains into cells from
the point of view of their diffusion through cell membranes. The ability of
the more penetrating stains to better dissolve in lipoids usually served
as one of the basic arguments in favor of the lipoid nature of the cell mem-
branes (Höber, 1909, 1926, 1945; Gelhorn, 1932; Gutstein, 1932 and
others).

However, there are many objections to this concept of the mechanism
of penetration of dyes into cells. The existing data indicate that the basic
rules of vital staining are connected with the phenomena of sorption of the
dyes by protoplasm. Thus for example, only by sorption phenomena can
the higher concentration of basic dyes inside cells be explained as compared
with the concentration in the medium \((Q > 1)\). Further, there are cases where under the action of different stimulants, considerable staining of the cell nucleus is seen at first and only later does the protoplasm staining become noticeable. Finally, the most convincing arguments against "membrane" explanations are the facts connected with the transition of vitally stained living cells from the stimulated condition back to the resting state. An example will be given which has already been mentioned in the previous chapter.

Two twin muscles were stained with neutral red, diluted not with Ringer's solution, but with distilled water which is a muscle stimulant. The muscles thus stained bind considerably more dye than muscles stained with a Ringer's solution of the dye. In terms of the membrane concept this is explained by the fact that distilled water damaged the membrane ("loosened it up"), making it more permeable to the dye. In terms of our theory, the sorption properties of the proteins became stronger under the influence of the stimulant. The correctness of our explanation and the erroneousness of the "membrane" one is shown by the following experiment.

A pair of muscles was strongly stained in distilled water. One was submerged in pure Ringer's solution, while the other was placed in pure distilled water, both solutions without dye. The question is—where the discoloration of the tissue would be quicker if the alteration caused by distilled water is reversible? According to the membrane theory, conditions which damage the membrane are maintained in distilled water, and the permeability of the membrane remains higher. Therefore the conditions will be more favorable for exit of the dye than in muscles placed in Ringer's solution. Here conditions are created for the restoration of low permeability of the membrane and diffusion of the dye that has entered the muscle fibers should be retarded by the membrane which regains its initial properties. It was easy to show experimentally that in distilled water, practically all the dye remained in the muscle, while in Ringer's solution, the dye rapidly left the muscle in the form of a stain cloud.

Obviously this result cannot be explained by decreasing or increasing the density of the membrane. Similar experiments can be performed after dye has left the cells, i.e., after restoring their normal sorption properties which were temporarily altered by a certain stimulant.

For us, the problem of penetration of dyes into cells is of special interest for a number of reasons. First of all, the intensity of vital sorption is an index of the physiological status of protoplasm. Stimulants may increase this sorption level considerably.

It is well known that the majority of dyes are completely dissociated macromolecular organic electrolytes. The basic dyes have a stained cation, while the acid ones have a stained anion. As will be seen later, the distribution of basic and acid dyes closely resembles the distribution of mineral cations and anions between the cells and their environment. A very important advantage of the vital staining method is that by its use, the distribution of the ions through the components of the cell can be studied.

Troshin (1951 c) used this method to study the distribution of basic and acid dyes in skeletal frog muscles. The following were studied:

1. neutral red (a basic dye causing weak granule formation in the sarcoplasms of muscles);
2. rhodamine (a basic dye staining protoplasm only diffusely) and
3. phenol red (an acid dye also causing diffuse vital staining of protoplasm).
FIGURE 88. Uptake of vital stains from the medium by living sartorius muscles of the frog (according to Troshin, 1956).

A—phenol red; B—neutral red; C—rhodamine. The numbers above the curves designate concentrations of the dyes in the surrounding solution.

FIGURE 89. Uptake of vital stains from the medium by dead sartorius muscles of the frog (according to Troshin, 1956).

Legend as in Figure 88.

The establishment of equilibrium between dye outside and inside the muscles was first studied on living and killed muscles, using different concentrations of the dye. The muscles were kept for different periods of time in solutions of the dye diluted with Ringer's solution, after which they were quickly wiped and dried on tissue paper and placed in acidified alcohol to extract the dye from the protoplasm. The resultant extract was measured colorimetrically in a Pulfrich photometer, and the result stated in terms of 100 ml of muscle water. The results of this series of experiments are given in Figures 88 (live muscles), and 89 (killed muscles). These figures show that the diffusion equilibrium was reached more rapidly with live muscles than with dead ones; in the former case, after 1-3 hours, and in the latter, after 5-10 hours. If permeability were assessed by the rate of establishment of diffusion equilibrium, the conclusion would thus be that permeability of living muscles is higher than that of dead ones, which is, of course, an utter paradox. In reality, dead muscles bind incomparably more dye than live muscles and transport of a much greater amount of dye into the cell is required in order to realize sorptional saturation, than in the case of living muscle fibers.

There is a notable difference in distribution of acid and basic dyes in living muscles. At equilibrium, there is approximately 2-2.5 times less phenol red in living muscles than in the medium, while the equilibrium concentration of neutral red and of rhodamine, on the other hand, is many times higher. This is explained by the fact that the proteins of living and killed protoplasm are negatively charged. The sorption of dyes takes place either in the form of electro-adsorption upon which, first of all, the positively charged stained cations of basic dyes are adsorbed, or in the form of a simple exchange reaction between the mineral cations of the protein and the cations of the dye. In either case, the proteins should mainly bind the basic dye.
On the basis of data on establishment of equilibria (Figures 88 and 89), distribution curves of the dyes between the cells and the medium were drawn (Figure 90 and 91). Figure 90 shows such a graph for live muscles. On comparing this figure with those corresponding to the distribution of other substances (Figures 72, 74, 78, 80, and 86), it will be seen that there are no basic differences. In other cases two stages of distribution could always be distinguished. The first stage—distribution from weaker surrounding solutions—was characterized by prevalence of sorption. On the graphs, this was expressed by the location of the initial curvilinear section of the curve above the bisectrix. In the second stage, after the sorbing surfaces were saturated with the substance, the distribution was expressed by a straight line, passing below the bisectrix and corresponding to solution in the protoplasm according to the law of Henry. Both these stages are well seen in the distribution of nonelectrolytes between the medium and the protoplasm of erythrocytes, muscle fibers and yeast cells.

Figure 90 shows distribution curves of two basic dyes (oa and ob) which rise steeply considerably above the bisectrix (od) and the curve of the acid dye (oc) which is located almost totally below the bisectrix, in the form of a straight line at an acute angle to the abscissa. Basic dyes are so strongly absorbed by protoplasm that the saturation limit cannot be reached without damaging the living protoplasm. Therefore, the value of this limit cannot be graphically determined. Likewise, the distribution coefficient of the dissolved fraction of the basic stains could not be determined since their distribution curves were far from being rectilinear and did not cross the bisectrix. As far as acid dyes are concerned, their curves almost do not possess an initial curvilinear section and they are described in the form of a straight line (Figure 90, oc). This means that acid dyes are almost not sorbed by living protoplasm and their major part is present in the cells in a free dissolved state, their solubility in protoplasm water being very low. For phenol red the adsorption limit (Ae), determined graphically, equals 0.001 g of dye per 100 ml of water, and the distribution coefficient (K) equals 0.25. Both these values for acid dyes are extremely low as compared with other substances studied.

Thus, Troshin has shown that vital stains penetrating living protoplasm, may exist there in two states—the sorbed and the dissolved one. We have already mentioned that in this instance, sorption means either electro-adsorption on micellar surfaces, or a chemical exchange reaction between the mineral ion of the protein and the stained ion of the dye of the same charge. In either case, the binding between the dye and the substrate is reversible.

There is also a third possible form of existence of the dye in protoplasm, i.e., the stable irreversible, or more correct, slightly reversible binding by the substrate. That is to say, the deposition of granules of basic and acid dyes in cells. It is known that having once appeared, the dye granules may exist in the cells for weeks and even months, as long as the cells live. On the death of the latter, the stained granules dissolve.

As will be seen later, the nature of distribution and binding of basic and acid dyes by living protoplasm closely resembles the distribution and binding of the mineral ions and cells. In both cases, there are three forms of existence of the substance in living protoplasm: free solution, easily reversible sorption, and slightly reversible stable binding.
FIGURE 90. Relationship between the concentration of vital stains in muscle fibers (C_c in g per 100 ml of intracellular water), and their concentration in the medium (C_s, in %) at 19-20°C (according to Troshin, 1956).

a—neutral red; b—rhodamine; c—phenol red. For explanation see text.

FIGURE 91. Relationship between the concentration of vital stains in killed frog muscles, and their concentration in the medium (according to Troshin, 1956). Legend as in Figure 90.

Figure 91 shows distribution curves of basic and acid dyes on staining of killed muscles. The sorption of both by dead protoplasm increased to such an extent that it was impossible to draw the graph on the same scale, and the scale of concentrations in the cell on the ordinate had to be increased. Thus, the bisectrix od, which in Figure 90 indicated a similar distribution of the stain in the cell and in the medium, was located in Figure 91 at a very acute angle. The curves of basic and acid stains are located considerably above the bisectrix. This increase in sorption as a result of killing the cells is not surprising. In the previous chapter, it was shown that increased sorption of dyes was characteristic not only of death of the protoplasm, but also of reversible damage inflicted on it. In our studies, as in Troshin’s, increased sorption on death of the protoplasm was much stronger with acid stains than with basic ones. From this point of view, it is much more convenient to use acid dyes (phenol red) for the detection and quantitative study of paranecrosis.

Nonequilibrium of Electrolyte Composition of Cells and Environment

The interchange of electrolytes between cells and the surrounding medium is a central consideration in the theory of cellular permeability. It is specific for different types of cell, and changes markedly when the cell dies. The cation present in living protoplasm is mostly potassium, and the anions mostly phosphates. In the surrounding medium the predominant cation is
sodium, and the predominant anion chlorine. After death the cells lose potassium and phosphates, and gain sodium and chlorine. This process continues as long as a diffusion equilibrium is not established.

Table 26

Concentration of mineral ions in plasma, sciatic nerve, and muscles of frog (in m/mole per 100 grams of tissue or plasma; water in percent of wet weight of tissue). According to Fenn, 1936; Fenn, Cobb, Hegnauer and Marsh, 1934/1935; from Troshin, 1956

<table>
<thead>
<tr>
<th>Ion</th>
<th>Plasma</th>
<th>Nerve</th>
<th>Muscle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Na⁺</td>
<td>10.38</td>
<td>6.20</td>
<td>2.45</td>
</tr>
<tr>
<td>K⁺</td>
<td>0.25</td>
<td>4.80</td>
<td>5.80</td>
</tr>
<tr>
<td>Ca²⁺</td>
<td>0.20</td>
<td>0.36</td>
<td>0.28</td>
</tr>
<tr>
<td>Mg²⁺</td>
<td>0.30</td>
<td>0.80</td>
<td>0.83</td>
</tr>
<tr>
<td>Cl⁻</td>
<td>7.43</td>
<td>3.70</td>
<td>1.09</td>
</tr>
<tr>
<td>PO₄³⁻</td>
<td>0.21</td>
<td>1.00</td>
<td>1.28</td>
</tr>
<tr>
<td>HCO₃⁻</td>
<td>2.54</td>
<td>1.08</td>
<td>1.07</td>
</tr>
<tr>
<td>H₂O</td>
<td>96.00</td>
<td>75.00</td>
<td>80.00</td>
</tr>
</tbody>
</table>

Nonequilibrium in the distribution of electrolytes, as this phenomenon is usually termed, is found in the living state. The explanation of the problem is an old test of the theory of cell permeability, and its solution should provide a means of understanding one of the specific properties of living matter.

The explanation of bioelectrical phenomena is closely related to the problem of "nonequilibrium" in the distribution of ions in protoplasm, and consequently, a vital aspect of the contemporary study of physiology, i.e. electrophysiology, is related to it. The papers by Fenn (1936), Irving and Manery (1936), Kaplanski (1938), Krogh (1946), Hodgkin (1951), Troshin (1956) and others give almost complete data on the distribution of ions between the protoplasm and the medium. It follows from these studies that the asymmetric distribution of ions follows a very general law, probably without exceptions, and is applicable to the protoplasm of all multicellular and monacellular animals and plants. As an example, Table 26 gives analyses of the protoplasmic and plasma content of the more important cations and anions in nerves and muscles of the frog.

From the data given (Table 26) it will be seen that the mineral composition of the cell differs sharply from that of the surrounding fluid. The explanation of the mechanism maintaining this heterogeneity is of paramount interest to the physiologist.

The membrane theory in its original form solved this problem very simply. It was at first assumed that all the electrolytes detected in the living protoplasm by chemical analysis existed there in the form of a simple aqueous solution. It was also assumed that membranes of the majority of cells were permeable only to potassium ions, to cations equal or smaller in diameter (NH₄⁺, H⁺), and completely impermeable to anions. Membranes of erythrocytes, however, are totally impermeable to cations and semipermeable to anions. Under such conditions the electrolyte as a whole
(anion + cation) cannot diffuse out freely from the cell. This electrolytic "clogging" appears in protoplasm during growth and division of cells, as a result of increased metabolism. After being damaged, the membrane becomes permeable to all ions and the cell electrolytes pass freely to the outside, while the electrolytes of the medium entered the cell by diffusion.

However, this old and unfortunately prevalent concept also appears in comparatively new textbooks, and should now be recognized as completely erroneous. This error originally arose because previous authors drew their conclusions mainly on the basis of the indirect "osmotic" method. This was based on the concept of the cell as an osmometer surrounded by a semipermeable membrane. Recently, however, it has been established, mainly on the basis of direct data obtained by the method of labeled atoms, that both anions and cations freely enter the cells from the medium; however, the intercellular concentration never equals the latter.

Examples of this will be given in the three following chapters.

Permeability of Erythrocytes to Electrolytes

On the basis of experiments with osmosis, earlier authors maintained that the membranes of erythrocytes are completely impermeable to cations and only partially so to anions (Hamburger, 1891; Grijns, 1896; Hedin, 1887, 1898; Koepp, 1897; Kozawa, 1914, and others). Permeability series were established for polyvalent anions on the basis of cell shrinkage in hypertonic solutions (Höber, 1945). The ready permeability of erythrocytes to many anions has often been confirmed by using labeled atoms (Hahn and Hevesy, 1942; Vladimirov, Pelishchenko and Urinson, 1947, 1948; Hevesy, 1950, 1951; Mueller and Hastings, 1951, and others).

However, many data were recently accumulated, on the basis of which permeability of erythrocytes, not only to anions but also to cations, may be considered to be a firmly established fact. Thus, Davson (1934) has shown that ox erythrocytes washed with potassium chloride are enriched with potassium at the expense of the sodium ion. The opposite may be observed in the presence of an excess of external sodium chloride. In a solution of glucose, sodium leaves the erythrocytes more rapidly than potassium.

In the authors' opinion all these facts are difficult to understand in terms of the membrane theory. It is much easier to explain them by sorption mechanisms.

Numerous studies using labeled atoms support the concept of free penetration of potassium and sodium into erythrocytes. Such are the data of Hahn, Hevesy and Rebbe (1939a, 1939b), Cohn and Cohn (1939), Hevesy and Hahn (1941), Manery and Bale (1941) and others. It is also interesting that the results obtained by these authors in relation to the rate of penetration of sodium into erythrocytes, both in the organism and in vitro, was approximately the same. According to Hahn and Hevesy (1942), the rate of exchange of all the sodium of erythrocytes with labeled sodium of the plasma is astounding. In rabbits this exchange occurs within 15 minutes, in dogs, in 40 minutes, and in cats, in 5 to 6 hours. According to their data, only a small part of the intercellular potassium is exchanged with potassium from the external environment; however, the rate of this exchange is higher than that of sodium.
Fenn and co-workers (Dean, Noonan, Haegge and Fenn, 1941; Noonan, Fenn and Haegge, 1941a; Mullins, Fenn, Noonan and Haegge, 1941; Fenn, Noonan, Mullins and Haegge, 1941) used labeled atoms and also observed the free penetration of radioactive potassium into erythrocytes, and its exchange with plasma potassium. The rate of this exchange differed in various animals. On the basis of their experiments, the authors reached the conclusion that the former concepts of physiologists on the impermeability of erythrocytes to cations were erroneous, and that it is impossible to explain the observed phenomena by the membrane theory. The same conclusion was reached by Hahn and Hevesy (1942), Hevesy (1950), and also by Kamen and Spiegelman (1948).

Finally, the works of Solomon and Gold (1952; Gold and Solomon, 1955) should be mentioned. By the use of radioactive isotopes they demonstrated the permeability of human erythrocytes to potassium and sodium. Likewise the group of studies by Maizels and Harris (Maizels, 1943, 1945, 1949, 1951, 1954; Feyn and Maizels, 1949; Harris and Maizels, 1951, 1952; Harris and Frankerd, 1953) performed by direct chemical analysis and by the use of radioactive isotopes with human erythrocytes and those of certain animals. These authors also established the permeability of erythrocytes to sodium and potassium and they showed that under any conditions deviating from the norm, potassium leaves the cell, while sodium enters it. After return of the erythrocytes to normal conditions, sodium diffuses out of the erythrocytes while potassium diffuses into them.

Permeability of Muscle Fibers to Electrolytes

Originally the proponents of the membrane theory assumed that the membrane of muscle fibers was impermeable to all anions, impermeable to sodium, lithium and calcium cations, and permeable to smaller cations, namely, potassium, rubidium, cesium, ammonium, and hydrogen. Thus, the selective permeability to ions was explained on the basis of the "sieve theory", the dimensions of the pores of this sieve being determined not only by their actual diameter but also by the charge of the membrane (Mond and Amson, 1928; Netter, 1928; Mond and Netter, 1930, 1932; Höber, 1936, 1945; and others). On the basis of these assumptions, an attempt was made to explain the asymmetry and distribution of ions in the fibers by the Donnan equilibrium (Netter, 1928; Mond and Netter, 1930, 1932; Höber, 1935). However, this explanation was completely refuted by the thorough experiments of Fenn and Cobb (1935a).

More recent studies performed by the use of direct chemical analyses, and in many cases by the use of radioactive isotopes, have shown that not only may potassium and ammonium freely enter muscle fibers and replace each other, although not in equivalent ratios (Fenn, Haegge, Sheridan and Flick, 1944), but that sodium, too, may rapidly enter into the protoplasm and diffuse to the outside. It was originally assumed that all the sodium and chlorine found in muscles is present not in the cells but in the intercellular spaces. However, this assumption was not confirmed. If this had been proved, then the ratio $\frac{Na}{Cl}$ in plasma would be the same as in muscles.
In reality this is not so. In man the ratio $\frac{Na}{Cl}$ is 1.37 in plasma, and 1.76 in muscles. According to the data of Fenn, Cobb and Marsh (1934), in the frog the ratio of $\frac{Na}{Cl}$ is 1.47 in plasma and 2.14 in muscles. Evidently, this part of the sodium is contained in the muscle fibers. However, these are only indirect fragments of evidence. In addition, there are also direct indications of sodium penetration into muscle fibers (Wu and Yang, 1931). The investigations of Kaplanskii and Boldyreva (1933, 1934) should also be mentioned. These authors showed that on breeding fish in a medium with a high sodium content, the concentration of this cation in the blood remains constant, while in the muscles its content increases from 51.5 to 83.4 mg percent. Kaplanskii and Boldyreva reached the conclusion that when sodium penetrates into the muscles, it forms a weakly dissociating compound with proteins.

A number of direct observations on the sodium penetration of muscles and its substitution for potassium were made with the use of radioactive isotopes (Heppel, 1939, 1940).

This investigator fed rats on food with a low potassium content, after which the potassium content in the blood of the animals decreased almost threefold, and in the muscles twofold. At the same time the sodium content of the muscles increased threefold. Heppel (1940) introduced labeled sodium into the peritoneum of these rats. Subsequently he estimated its penetration into muscles. The results were remarkable. All the sodium in the muscles was exchanged for labeled sodium ions from the plasma in less than 1 hour. Thus, the penetration of sodium into the muscles of warm-blooded animals is seen to occur very rapidly.

Keynes (1954) used radioactive isotopes and studied quantitatively the rate of interchange of potassium and sodium in isolated frog muscles. This rate, according to his data, was quite considerable (4.5 pikomoles per square centimeter of fiber area per second). The exit of potassium from muscles is somewhat faster. Increasing the concentration in the medium increases the rate of its penetration. Exit of sodium from the fibers occurs at the same rate as the penetration of potassium.

Penetration of radioactive sodium into muscle fibers was also confirmed by the studies of Manery and Bale (1941), Ussing (1947), Greese (1954) and others. This was also investigated in heart muscle by Krogh and co-workers (Krogh and Lindberg, 1944; Krogh, Lindberg and Schmidt-Nielsen, 1944). According to these authors the syncytial fibers of the isolated frog heart are permeable to potassium, sodium, calcium, glucose and saccharose. Depending on the concentration of ions in the medium, potassium and sodium may move freely in the direction of the syncytium or away from it, these movements occurring as if against a concentration gradient. The above authors being supporters of the membrane theory, were forced to assume the existence of a certain mechanism within the membrane, which was able to pump ions in both directions with expenditure of energy. The presence of such a hypothetic "ionic pump" in the membrane was also assumed by Krogh (1948), Hodgkin (1951), Keynes and Maizel (1954) and others. However, Hodgkin emphasized that the real mechanism of "pumping off" of sodium from the protoplasm is still not clear.
It has already been mentioned that the original supporters of the membrane theory believed that no anions penetrate the membrane of non-stimulated muscle fibers (Höber, 1926; Mond and Amson, 1928; Rubinstein, 1947). However, this basic assumption proved to be incorrect. If the chlorine ion indeed did not penetrate the fibers, and in the muscles was found only in the intercellular spaces, then the intercellular space determined by the chlorine present should be equal to that determined by the use of other anions, or with substances which do not penetrate the cell. In fact, this proved not to be so. According to the data of Boyle, Conway, Kane, and O'Reilly (1941) the "chlorine intercellular space" of frog muscle comprised 14% of the total muscle, while the "magnesium" or "inulin" space comprised 9%. Clearly, a considerable part of the chlorine should be within the fibers. The above-mentioned authors were forced to come to this conclusion, although they were proponents of the membrane theory.

Fenn and co-workers (Fenn and Cobb, 1935a; Fenn, Cobb and Marsh, 1934) investigated in detail the "chlorine" and "sodium" spaces of muscles immersed in Ringer's solution. It was found that these spaces increased from 14.7 to 31% of the total muscle volume as the muscles were kept outside the organism. Originally these investigators assumed that chlorine was present exclusively in the intercellular spaces, and that these spaces actually increased when the muscles were kept in Ringer's solution. Subsequently, however, Fenn and Haage (1942) were forced to admit that chlorine partially penetrated the protoplasm of muscle fibers. Direct proof of the presence of chlorine in muscle fiber protoplasm was also obtained.

Heilbrunn and Hamilton (1942) succeeded in analyzing isolated muscle fibers in frogs. Results showed that only 20% of the chlorine in the muscle appeared in the intercellular spaces, while 80% appeared in the muscle fibers. They calculated that the equilibrium concentration of chlorine in the fiber was 30% of its concentration in plasma. Results similar to these were obtained by Hess and Chu (1952) for isolated nerve fibers of vertebrates, and by Dean (1941a, 1941b) for muscle fibers. Steinbach (1937) demonstrated a high degree of permeability of Holothurioidea muscles to chlorine and potassium. Finally, Boyle and Conway (1941), Wilde (1945) and others reached the conclusion that chlorine may diffuse into the muscle fiber and leave it completely within a short time period if the muscle was immersed in a chlorine-free medium.

The main anion in the protoplasm of different cell elements is that of phosphoric acid. According to the supporters of the membrane theory, compounds containing this anion exist in protoplasm in the dissolved state, and cannot diffuse out owing to the complete impermeability of the cell membrane to anions (Höber, 1926; Hill, 1930; Fenn, 1936; Boyle and Conway, 1941 and others). However, Embden and his co-workers (Embden and Adler, 1922) showed that phosphoric acid may leave isolated frog muscles at rest, but especially after excitation. These authors ascribed the exit of phosphates which they observed either to damage or to a state of excitation of the cell membranes. Fenn (1931, 1936) also observed the exit of phosphates from muscles, and he assumed that phosphorus left the cell in the form of some undissociated organic molecules. Exit of phosphorus from muscles was studied in greater detail by Il'in and Tikhalskaya (1931), who arrived at somewhat different conclusions. According to their data, resting muscle cells are permeable to phosphorus but permeability
increases after excitation. They assumed that this increase was due not
to increased membrane permeability, but to the formation of this anion
de novo during muscle activity.

The high capacity of phosphoric acid compounds to penetrate muscle
was recently demonstrated by Hevesy and Rebbe (1849). They introduced
radioactive sodium and phosphorus into frogs, and after various time in-
tervals determined their concentration in the calf muscles. After only 1
to 2 hours these anions reached approximately 20% of their concentration
in plasma. With time the level of radioactive phosphorus increased, and
after 3 days exceeded its plasma concentration 2.4 times. Thus, phosphorus
not only entered protoplasm but its diffusion occurred as if against a con-
centration gradient. According to the authors' data, all the sodium present
in the muscles was exchanged with plasma sodium during the first 2 hours.

Penetration of phosphorus into various organs in mammals was demon-
strated by the same method of radioactive isotopes (Gaunt, Griffith and
Irving (1941); Manery and Bale, 1941; Hevesy and Ottesen, 1943 and others).
Furchgott and Shorr (1943) used this method to investigate phosphorus ex-
change in the heart muscle of a dog. They observed that the extra- and
intracellular inorganic phosphates were exchanged without the mediation
of organic phosphorus compounds. This observation is of special interest,
since it is in opposition to the membrane theory, which postulated that
phosphorus passed through the cell membrane only in the form of some
organic compound (Fenn, 1936).

To sum up, the concepts of the membrane theory of permeability,
according to which muscle fibers are impermeable to anions, were dis-
proved by more recent studies, mainly with radioactive isotopes. It has
been shown that muscles are permeable to all the cations and anions.

Permeability of Nerve Fibers to Electrolytes

The classical membrane theory considered nerve fibers, like muscle
fibers, to be completely impermeable to anions and selectively permeable
to cations. The same conclusion was drawn by Netter (1927), on the basis
of indirect data from the action of various salts on the resting currents in
medullated nerves in frogs.

Later, Fenn and co-workers (Fenn, Cobb, Hegnauer and Marsh,
1934-1935) studied the electrolyte composition of the sciatic nerve in frogs.
They compiled a table of interchange of ions between plasma and nerve
fibers, based on an arbitrary assumption that the chlorine found was all
in the intercellular space, to which unbelievably large dimensions had to
be ascribed, i.e., 50% of the total volume of the nerve. This assumption
was made in terms of the requirements of the membrane theory. Another
aspect of this theory—impermeability to sodium—proved impractical since
the "sodium space" exceeded considerably the dimensions of the "chlorine
space". According to the data of Fenn et al., all the sodium and chlorine
in a glucose solution rapidly left the nerve; one part of the potassium dif-
fused to the outside and the other left the nerve only after its death. Thus,
according to Fenn, sodium and potassium may freely penetrate nerve fibers.
Impermeability of nerve fibers to chlorine may be assumed, if it is implied that this ion is confined to the spaces between the fibers. It is very difficult to prove this in an intact nerve. However, this problem has recently been solved by direct chemical analysis of isolated giant nerve fibers of certain cephalopod mollusks. The possibility of impurities originating in the tissue fluid or in sea-water was excluded in these experiments.

On the basis of such analyses, Bear and Schmidt (1939) showed that the protoplasm of gigantic fibers of Tenthoidea contains potassium, sodium and chlorine, the sodium content being half that, and the chlorine a quarter that in the plasma. Thus, the presence of chlorine in protoplasm is beyond doubt, but a certain equilibrium concentration exists between the protoplasm and the surrounding fluid.

Steinbach (1940b; Steinbach and Speigelman, 1943) analyzed the axoplasm of the same tissue using the same method, and they found 360 millimoles potassium, 44 millimoles sodium, and 36 millimoles chlorine per kg body weight. After isolating the nerve and keeping it in sea-water, the amount of potassium in it decreased, while the chlorine and sodium increased. However, the content of these ions did not reach that in sea-water*. When the nerve was placed in isotonic glucose, all the sodium and chlorine left rapidly. After replacing the nerve in sea-water they again diffused into the fiber, reaching former concentrations. The authors concluded that nerve fibers of the squid are highly permeable to sodium and chlorine, and that the proved discrepancy in concentration of these ions outside and inside the fiber could in no way be explained by the "membrane" theory.

Permeability of nerve fibers of cephalopod mollusks to chlorine and sodium was confirmed by the work of Webb and Young (1940) and by Keynes and Lewis (1959a). Keynes (1951b) studied the rate of penetration of radioactive isotopes of potassium and sodium into the giant fibers of cuttlefish. Results showed that potassium entered the fibers at a rate of 17, while sodium left at a rate of 61 picomoles per second per cm² of the fiber area. The diffusion rate of potassium to the outside was 58 picomoles, while that of sodium was 33 picomoles.

The above data confirm the observation that nerve fibers are highly permeable to all cations and anions.

Electrolytes in the Protoplasm of Nonstimulated Cells

The above examples are sufficient to disprove the classical membrane theory. A rich collection of data has now accumulated, mainly by the method of labeled atoms. Analysis of the contents of isolated muscle and nerve fibers proves that all the ions can pass comparatively rapidly into

* Immediately after isolation there were 36 millimoles per liter of chlorine in the axoplasm. After 30 min in sea-water, this rose to 75 millimoles per liter, this concentration being maintained for a long time, notwithstanding the fact that the concentration of chlorine in sea-water is 540 millimoles per liter.
protoplasm and leave it for the outside. This has been demonstrated many times in in vitro experiments and in the intact organism.

Why then does the concentration of electrolytes outside and inside the cells not become equal? Why, while the cells lives, do not potassium and phosphates leave for the outside, where their concentration is much lower, and why do sodium and chlorine not enter the protoplasm? What forces keep them from moving in the direction of the concentration gradient? Why, in certain cases, for example during restoration after excitation or damage, do the ions begin to move as if against the concentration gradient, (potassium and phosphorus being directed into the cell and sodium and chlorine to the outside)?

On the basis of new data, we were convinced of the erroneous explanation of "nonequilibrium" by the membrane theory. As we have seen, certain investigators, in order to explain the nonequilibrium of ionic composition of protoplasm, and still retaining the old concept that intracellular electrolytes all exist in a dissolved, free condition, proposed a new hypothesis. According to this, the cell membrane supposedly possesses a certain mechanism which continuously pumps out sodium ions from the cells, due to which their concentration at any given time is lower in protoplasm than outside it. This creates conditions for the concentration of other ions in the cells, due to the Donnan equilibrium. It is self-evident that the work of such a hypothetic "sodium pump" (Hodgkin, 1951), necessitates a constant expenditure of energy at the expense of intracellular metabolism.

As a pure speculation, this hypothesis would be acceptable. However, to us it seems improbable. If such a mechanism existed, why then should it be connected with the cell membrane which, according to the membrane theory, should not exceed a few molecular layers in thickness? The pumping off mechanism could also be localized within the protoplasm.

Recent literature indicates that many known facts are incompatible with the theory of the "sodium pump" (Shaw and Simon, 1955; Troshin, 1956). The theory requires that all the potassium and sodium in protoplasm exist in the form of a free solution. It will be shown later that this requirement contradicts many contemporary studies which indicate that a considerable fraction of the cell potassium (60-80%), and a part of the sodium, is chemically bound by protoplasm and is not ionized. Troshin (1957) and Troshin and Pisareva (1958), elicited data which are especially convincing in this respect, by determination of specific radioactivity. They showed that only a small fraction of potassium, and a certain part of the cell sodium, may be freely exchanged by radioactive isotopes. The remaining potassium and sodium is not exchanged for long periods of time. Thus the "pump" theory would be acceptable only after assuming that this "pump" is capable of selectively distinguishing labeled elements from unlabeled ones. This is completely out of the question. In our opinion, these facts completely refute the theory of the "sodium pump".

An earlier explanation (Nasonov and Aleksandrov, 1943a) seems to us much more probable. This was that the membrane theory was based on the assumption that all the protoplasmic electrolytes existed in a free dissolved state. This assumption is vitally important to the membrane theory in order to explain the equality of osmotic pressures inside and outside the cell. Many recent analyses indicate that a considerable proportion of
the electrolytes in living protoplasm (mostly potassium and phosphates) exist there not as a simple aqueous solution, but firmly bound to proteins. These are not ionized, and are not capable of free diffusion. In addition, protoplasm is a less effective solvent of several nonelectrolytes than the water surrounding it. The same is true of electrolytes. Therefore the dissolved fraction of electrolytes is in equilibrium with their more concentrated solution which surround the cell.

These are the two factors which cannot be ignored while attempts are made to explain the nonequilibrium of ionic composition of protoplasm, and which actually make it possible to explain this phenomenon. There is no need, therefore, to rely on the hypothesis of the "sodium pump", which to our mind, is not a very probable one.

The following are the important points supporting the theory that part of the mineral substance is bound to protoplasmic proteins.

1) Deficiency of anions. On estimating the mineral composition of protoplasm, all investigators have found a great predominance of cations over anions. Thus, it has been observed that 17% of the cations found in human erythrocytes are not compensated for by mineral anions. It has been assumed that this excess of cations is bound to protein anions (Kramer and Tisdall, 1922).

According to the data of Page (1927) the number of cations in unfertilized sea-urchin eggs is 6 times greater than the equivalent amount of anions.

A considerable prevalence of cations over anions in frog muscles was detected by Fenn (1936, 1938a) and also by Hill and Kupalov (1930). In the sciatic nerve of frog, Fenn et al., (Fenn, Cobb, Hegnauer and Marsh, 1934) found that the amount of cations was twice as great as the equivalent amount of anions. The deficiency of anions was detected by Bear and Schmitt (1939) in the axoplasm of giant nerve fibers of the squid Tenthredoidea. According to their data the excess of anions in this tissue is not covered by the anions Cl, HCO₃, OH, SO₄ and HPO₄ present.

Finally the work of Epshtein (1947) must be mentioned. He observed that in the brain tissue of rats, inorganic bases were seven times greater than the amount of known inorganic acids. In the author's opinion the excess of cations was bound to lipoids, proteins, aminoacids and other substances.

All these data, however, may serve only as an indirect indication of the possible bond between cations and proteins, since many authors suspect the presence of certain still unknown acid residues in protoplasm. The nature of the bonds themselves is also unknown. Ionized cations should be exchanged with excess cations in protoplasm. As a result, equilibrium between intracellular and extracellular sodium and potassium should be attained. However, the prevalence of cations in the cells is sometimes so great that the excess obviously cannot be bound to protoplasmic proteins. In such cases firmer bonds would have to exist.

2) Binding of proteins excreted from protoplasm, to potassium, calcium and magnesium. It is now an established fact that when certain conditions prevail, the proteins excreted from the protoplasm contain chemically bound potassium. The first to draw attention to this fact were Neuschlosz et al. (1923, 1925a-1926c; Neuschlosz and Trelles, 1924; Neuschlosz and Walter, 1926). There have been several justified objections...
to the method used by these authors (Simon and Szolöczey, 1928; Gallison, 1931 and others). Subsequently, however, many investigators, using a meticulous technic, have shown that a considerable part of the cell potassium is really protein-bound and nonionized (Ernst and Fricker, 1934a).

Frozen frog muscles were ground, and acetone extracts prepared; 1/3-1/5 of the total cell potassium passed into the filtrate, the remaining potassium being firmly bound to the protein residue. These data were completely confirmed in the works of Regnster (1937), who used a similar method and showed that four times more bound potassium is found in the muscles than free potassium. Similar results were obtained by Kometiani et al. (Kometiani, Dolidze and Klein, 1944; Kometiani, Klein, and Dolidze, 1946; Kometiani, 1947, 1948a, 1949). According to their data, 70-85% of the potassium exists in muscles in a form partly bound to proteins (myogen, myoalbumin, and globulin X) and partly in a nonionized state. The binding of cell potassium by protoplasmic proteins was confirmed by Szent Györgyi (1947), who used his results to establish the theory of muscle contraction. It has been shown that the myosin excreted from the muscles may be reversibly bound to potassium, calcium and magnesium.

It is of special interest to us that in the experiments performed in Szent Gygörgyi's laboratory, potassium split off from the protein and passed into solution after denaturation of a myosin solution with alcohol in the presence of anions. When the myosin remained for 48 hours at 0°C, half of the bound potassium was released and passed into the surrounding solution.

Mullins (1942a) showed that purified myosin gel, placed in a solution containing sodium and potassium in the same concentrations, took up and bound almost 4 times the amount of potassium in the medium, while sodium was evenly distributed. Myosin denatured at a temperature higher than 37°C lost this ability to absorb potassium selectively.

According to the data of Tarusova and Burlakova (1939), potassium did not leave the cells after hemolysis of erythrocytes with distilled water, while on hemolysis with saponin, it diffused outside. It is self-evident that these data exclude the possibility of intracellular potassium existing in a free state and being retained by the membrane. The authors themselves, as well as Wilde (1945) and Steinbach (1940a, 1940b, 1944), arrived at the same conclusion. The latter assumed that approximately 50% of the protoplasmic potassium was bound to proteins and was osmotically inactive.

Finally there are indications that a considerable part of the Ca and Mg in the cells is also bound to protoplasmic proteins (Dubuisson, 1942; Berwick, 1951). According to Berwick, part of the bound calcium passed into solution after the action of ether, cocaine and chloroform.

3) Determination of specific radioactivity. This method merits special attention since the data were obtained with intact animals, the normal functions of which were in no way disturbed. The method was as follows: potassium chloride, or another compound containing this element at a known specific radioactivity, was introduced into the blood of the animal. The specific radioactivity of various organs was determined at different time intervals, and from the results it was concluded what fraction of the potassium of the given organ was substituted by potassium from without. In complete agreement with data from proteins extracted from tissues, it was shown (in the intact organism), that only a small part of the cell potassium was capable of being exchanged for serum potassium.

143
Probably another part was firmly bound to protoplasm, was not ionized and could not be exchanged. By the use of this method Mullins, Penn, Noonan, and Haege (1941) showed that in frog, rat, and dog erythrocytes 20% of the potassium may be exchanged for radioactive serum potassium. In guinea pig, rabbit, and ox erythrocytes 40% of the potassium may be exchanged, and only in cat erythrocytes was all the potassium exchanged. This was probably due to the fact that the latter are almost devoid of potassium.

Hevesy and Hahn, 1941; Hahn and Hevesy, 1941a, 1941b, 1942, using this method, studied the potassium exchange of skeletal muscles, erythrocytes, brain, and liver. According to their data, about 60-70% of the intracellular potassium was bound and not exchanged. However, all the sodium and chlorine may rapidly be exchanged with the medium. Troshin (1956), studying exchange of muscle potassium with radioactive potassium (K$^{12}$) of the medium (the results of which are described in Figure 32), confirmed this observation.

The amount of potassium in muscle protoplasm which took part in the exchange comprised only 30% of the total. Consequently, 70% of muscle potassium was bound and not capable of exchange.

In our laboratory Troshin (1957) and Pisareva (Troshin and Pisareva, 1958) studied in detail the state of potassium and sodium in frog muscles. Their results confirmed that the original acceptance of the "sodium pump" hypothesis was wrong.

In their experiments they placed isolated sartorius muscles of frog in Ringer's solution for various time periods. Subsequently, by a chemical method, they determined the changes in potassium and sodium concentration. The rate of exchange of potassium and sodium in the muscles with corresponding labeled cations from Ringer's solution was measured under the same conditions using radioactive Na$^{24}$ and K$^{42}$. It was found that normal muscle (before immersion in Ringer's solution) contained 2.29 ± 0.17 m equiv. of sodium per 100 g of wet weight of tissue; after 10 minutes in Ringer's solution, the muscle contained 2.30 ± 0.34; after 30 minutes—2.37 ± 0.25; after 2 hours—3.38 ± 0.33; after 3 hours—3.53 ± 0.55; and after 5 hours—3.65 ± 0.55 m equiv. percent. The concentration of potassium in muscles kept under the same conditions was substantially normal (8.7 m equiv. percent) during the first day, and only toward the end of the second day decreased to 5.56 m equiv. percent. The amount of water in muscles also remained constant at 78-81%.

Later, while studying the change in radioactivity of muscles kept for different periods in Ringer's solutions containing Na$^{24}$ or K$^{42}$, Troshin and Pisareva showed that both potassium and sodium were present in muscles in three fractions, which differed sharply from each other in their rates of exchange with the medium. They showed that the exchange reaction of muscle sodium and potassium with labeled sodium and potassium of Ringer's solution, respectively, obeyed the following equation:

$$C_t = ae^{-k_1t} + be^{-k_2t} + ce^{-k_3t},$$

where $C_t$ is the concentration of the unexchanged sodium or potassium in time $t$; $a$, $b$, and $c$ are the initial concentrations of sodium or potassium in muscles ($t = 0$) of the first, second and third fractions respectively; $k_1$, $k_2$, and $k_3$ are rate constants of sodium or potassium exchange for fractions $a$, $b$, and $c$ respectively.
After 2½ hours in Ringer's solution the concentration of sodium in the muscles was 3.5 m equiv. \( C_0 \) at \( t = 0 \), \( a = 1.05 \) (30\%), \( b = 1.75 \) (50\%), and \( c = 0.70 \) (20\%) m equiv per 100 g of wet weight of tissue, and the rate constants of exchange were (in hour\(^{-1}\)): \( k_1 = 23.8 \); \( k_2 = 3.89 \); \( k_3 = 0.032 \). It followed that the sodium in fraction \( c \) was exchanged with labeled sodium in Ringer's solution at a rate approximately 700 times lower than the sodium in fraction \( a \), and 100 times lower than the sodium in fraction \( b \). On the basis of the above data, Troshin and Pisareva concluded that fraction \( a \) constituted the sodium of the intercellular spaces, fraction \( b \) the sodium of muscle fibers, and fraction \( c \)—bound (nionized) sodium. The calculation, from the sodium of fraction \( a \), of the dimensions of the intercellular space of the sartorius muscle, gave a result of 9.5\% of the total volume of muscle. The dimensions of this space, as estimated by other methods ("inulin space", "sulfate space", etc.) by a number of authors, gave a value close to this—9 to 12\%. Later Troshin (1957), showed that increased sodium concentration in muscles, when the latter were kept in Ringer's solution, was due to increase in the free sodium fraction (fraction \( b \)). Under conditions of diffusion equilibrium the ratio between the sodium concentration in this fraction to that in the medium \( (K) \) equaled 0.31. Within a wide range of sodium concentration in the medium, the coefficient \( K \) did not change, i.e., the concentration of sodium dissolved in the water of the muscle fiber \( (C, \text{ fraction } b) \) changed depending on its concentration in the medium \( (C_0) \) according to Henry's law: \( C = C_0 K \). The same value of \( K \) for sodium and chlorine was obtained by Troshin (1956) by the use of a chemical method.

Troshin and Pisareva obtained the following constant values for potassium in the above equation. At the beginning the concentration of potassium in muscles \( C_0 \) (at \( t = 0 \)) equaled 8.7 m equiv. \( a \) was 2.0 (3.1\%), \( b \) was 1.3 (15.5\%) and \( c \) was 7.2 (81.3\%) m equiv per 100 g of wet weight of tissue. The rate constants for muscle potassium exchange in the corresponding fractions are (in hour\(^{-1}\)): \( k_1 = 4.4 \), \( k_2 = 0.24 \), \( k_3 = 0.02 \). In other words fraction \( a \) exchanged at rate 220 times faster than fraction \( c \) and approximately 20 times faster than fraction \( b \). It may be assumed that the potassium of fraction \( a \) was that of the intercellular spaces. However, if it is taken into account that the dimensions of these spaces are approximately 10\% of the muscle volume, knowing the concentration of potassium in the medium, it may be calculated that in the intercellular spaces about 0.4 m equiv of potassium was found. The remaining part of the potassium in fraction \( a \) (0.16 m equiv) comprised dissolved (free) potassium of the muscle fibers. The fraction of the muscle potassium \( b \) was in all probability labile bound potassium (adsorbed), while fraction \( c \) was stable chemically bound potassium. The same distribution of muscle potassium in fractions, and the dimensions of these fractions, were earlier found by Troshin (1956) on the basis of appropriate treatment (by other methods) of the data of certain authors. As already stated, these data completely contradict the "pump" theory.
Hodgkin (1951) and Keynes and Lewis (1951a, 1951b; Keynes, 1951a, 1951b) reached different conclusions. In their opinion all the potassium in protoplasm exists in the free state. It is highly probable that this contradiction was due to the fact that the authors studied the specific radioactivity of isolated giant nerve fibers of cephalopod mollusks (Keynes, 1951a, 1951b) and of isolated bundles of nerve fibers of the crab (Keynes and Lewis, 1951a, 1951b). These two tissues survive for comparatively short periods of time in artificial saline medium. According to the available data, their excitability, and the magnitude of the peak, decreased considerably after 20 minutes in these media (Prosser and Chambers, 1938), but under the experimental conditions employed, the fibers of Sepia (cuttlefish) had to be kept in this medium up to 4 hours, while crab fibers were kept up to 15 hours. It is possible that during this time the protoplasm of the fibers became damaged.

As stated, the total intracellular concentration of phosphorus is considerably higher than in the surrounding medium. According to Fenn (1938) the total phosphorus concentration in muscles is ten times greater than that of serum. The major part of this phosphorus enters into the composition of organic compounds (nucleoproteins, lipids, and others) and is thus fixed in protoplasm. However, inorganic phosphorus is partially bound. Experiments performed by the determination of specific radioactivity of phosphorus in the medium and in cells confirm this hypothesis. A great many studies using this method demonstrate that in a number of tissues and cells (erythrocytes, muscles, yeast cells and others) after equilibrium has been established, the specific radioactivity of inorganic phosphates of the medium is higher than that of the inorganic phosphates excreted from cell protoplasm (Hevesy a. Aten, 1938; Hahn a. Hevesy, 1942; Mullins, 1942b; Furchgott a. Shorr, 1943; Juni, Kamen, Spiegelman a. Wiame, 1947; Mueller a. Hastings, 1951; Eichler u. Schmeiser, 1951; and others). These data were differently interpreted by different investigators. Some of them (Sacks, 1944, 1948; Kamen a. Spiegelman, 1948; Kamen, 1949; Lindberg, 1950; Eichler u. Schmeiser, 1951, and others) maintain that orthophosphate, as such, does not penetrate the cells, but is esterified at the surface of the cell membrane, and only subsequently enters the protoplasm. With regard to cellular orthophosphate, this is supposedly formed in protoplasm as a result of the decomposition of organic compounds. Contrary to this opinion, other authors assert that orthophosphates may penetrate the cells directly (Elliott and Hevesy, 1950; Brooks and Chambers, 1954). Chambers and White (1954), studying the accumulation of phosphates in sea urchin eggs, reached the conclusion that the inorganic phosphate found on analysis of protoplasm was an artifact originating from decomposition of some labile organic compound during its extraction from the cells. According to Soren and Chepinoga (1946), Kometian (1948a, 1948b), Velick (1949) and Klotz and Urquhart (1949), orthophosphate and other anions may be somehow bound to proteins excreted from the cells, which would seem to confirm the observation.

4) Leaching of mineral substances from tissues. Numerous experiments with washing of potassium out of cut tissues by potassium-free solutions, and also perfusion of whole organs by similar solutions, confirmed the hypothesis that a considerable part of cell potassium is bound. Many studies have been devoted to the investigation of the speed and sequence of exit of electrolytes from isolated muscles and nerves submerged in isotonic
glucose (Urano, 1908; Fähr, 1909; Fenn, Cobb, Hegnauer and Marsh, 1934/1935; Boyle, Conway and others, 1941). Thus, Fenn and co-workers (Fenn, Cobb, Hegnauer and Marsh, 1934/1935) have shown that sodium, chlorine and part of the potassium were the first to leave a frog nerve submerged in a 4.5% solution of dextrose. The balance of potassium only left after the death of the cells (Figure 93). The same results were obtained by authors using single giant nerve fibers of cephalopod mollusks (Steinbach, 1941; Steinbach and Spiegelm an, 1943, and others). Their data are especially convincing, since in their studies the possibility of electrolytes being washed out of the intercellular spaces was excluded.
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**FIGURE 93. Decrease in the amount of potassium, sodium, and chlorine ions in frog nerve kept in a 4.5% dextrose solution (C, in m equiv per 100 g of nerve) (according to Fenn, Cobb, Hegnauer and Marsh, 1934)**
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**FIGURE 94. Decrease in calcium in frog calf muscles kept in calcium-free Ringer's solution, (according to Troshin, 1956)**

1—decrease in calcium in muscles; 2—increase in calcium concentration in Ringer's solution.

Similar results were obtained by Ernst et al. (Ernst and Schaffer, 1928; Ernst and Takacs, 1931) who perfused potassium-free Ringer's solution, or isotonic saccharose, through frog muscles. In the former case, only a fraction of the potassium passed into the perfusate, while the main part left the muscle only after its death. Sodium, chlorine and a fraction of potassium readily entered the sugar solution. The major part of potassium and phosphorus, however, did not leave the muscles as long as these were not damaged.

Regarding calcium, it may be stated, a priori, that not all of it may exist in the cell in the free state if it is assumed that phosphates are also free in the cell, because in the presence of the latter, calcium would form a precipitate. There are, however, direct indications that a considerable part of calcium is bound to the substrate.

Figure 94 illustrates the exit of calcium from frog muscles into a calcium-free medium. Since the amount of liquid, as compared with the volume of the muscles, was small under the conditions of this experiment (an amount equal to the volume of the muscles themselves), an increase in the medium was observed simultaneously with the exit of calcium from the muscles. This process was observed for 8 hours, after which time no more...
calcium left the muscles, and the intercellular level remained constant for 48 hours. Obviously, the remaining calcium was somehow bound to the substrate. In addition, it was seen that the calcium concentration in protoplasm was almost three times greater than its concentration in the surrounding Ringer's solution.

State of Electrolytes in Protoplasm after Excitation

The above data all indicate that in the living, undamaged, and non-excited cell, only a small part of the mineral substances is in the free dissolved state, while the major part is bound to protoplasmic proteins and is not ionized. This bond, however, may be rapidly severed due either to noxious stimuli, or after physiological excitation, the released electrolytes diffusing out. The reversible decrease in the muscle volume after excitation, discovered by Ernst (1928), is an indirect proof of this. In the author's opinion, this fact may only be explained by the appearance in the protoplasm of stimulated cells of free ions surrounded by solvation layers which, as is well known, are of greater density than that of water. Later, Ernst and Fricker (1934a) showed that 2 to 3 times more potassium entered acetone extracts of muscle "snow" prepared from muscles in contraction, than extracts from resting muscles. These facts were confirmed by some highly convincing studies of Reginster (1937). According to his data the amount of bound potassium decreased twofold in muscles excited directly or through the nerve.

The exit of potassium from, and the entry of chlorine and sodium into muscles following direct or indirect excitation (through the nerve) has been described by many investigators, who found this reaction to be freely reversible. After excitation, potassium again enters the muscles, as if against a concentration gradient, while chlorine and sodium leave, also moving in the direction of a more concentrated solution. These phenomena were observed in cold-blooded and in warm-blooded animals (Ernst u. Schaffer, 1928; Ernst u. Csics, 1929; Mond u. Netter, 1930; Ernst u. Fricker, 1934a, 1934b; Netter, 1934; Fenn, 1935, 1937a, 1937b, 1938, 1939; Fenn and Cobb, 1935a, 1935b; Fenn, Cobb, Manery and Bloor, 1938; Heppel, 1940; Noonan, Fenn and Haeger, 1941a, 1941b; Wood, Collins and Mos, 1939/1940, and others).

Similar phenomena were observed on stimulation of nerves. Here, as in the case of muscle fibers, potassium began to leave the protoplasm of nerve fibers (Cowan, 1934; Young, 1938; Arnett and Wilde, 1941; Hodgkin and Huxley, 1947, 1953; Keynes, 1951b).

The exit of potassium and phosphates from cells after excitation is usually regarded, in terms of the membrane theory, as a result of increased permeability of cell membranes. This concept became firmly rooted in physiology and seems to conform to the appearance of electronegativity on the surface of the activated cell. According to our theory, the phenomenon is not one of increased permeability of the surface membrane, but of release of potassium and phosphates bound to protoplasmic proteins. This concept became the cornerstone of the theory of bioelectric phenomena (Nasonov and Aleksandrov, 1940, 1943a and 1944). As can be seen from the above data, this theory was considerably reinforced during the last two
decades, while the membrane concept of excitation (in its previous form) became utterly unacceptable.

The major difficulty of the membrane theory was to explain the return of potassium and phosphate into resting protoplasm, after having left it during excitation. Indeed, if the reason for the exit of electrolytes was the increase in permeability of the cell membrane on excitation, then after cessation of the stimulus the membrane should regain its former properties and again become impermeable to anions and to some of the cations. In that case it is difficult to understand which forces cause the electrolytes to reenter the cell after having left it. The well-known specialist in the field of protoplasm electrolytes—Fenn, a supporter of the membrane theory, was in this case also forced to admit that this theory "serves in fact, as a veil behind which we hide our ignorance" (Fenn, 1936, p. 482).

These difficulties do not arise if the sorption theory of permeability is accepted. In the resting cell most of the potassium and phosphorus is bound to proteins. After damage or excitation, the proteins lose their ability to bind these ions* and the latter diffuse freely to the outside. After cessation of the stimulus the protoplasmic proteins regain their ability to bind potassium and phosphates. The intercellular concentration of these substances therefore decreases sharply, creating conditions for their diffusion from the medium into the cell. There is no interchange against a concentration gradient in this case, since the concentration of free potassium and phosphates in the protoplasm is very small and may even be lower than in the surrounding medium.

It has been shown by many investigators that after excitation, diffusion of sodium and chlorine into the protoplasm occurs simultaneously with exit of potassium and phosphates from the cell. This process is reversible.

How can this phenomenon be understood in terms of the sorption theory?

It will be seen later that chlorine and sodium ions are 2-3 times less soluble in living, resting protoplasm, than in the surrounding water. The solubility ratio is thus approximately 0.30-0.45. At the same time, sodium and chlorine are almost completely soluble in the protoplasm. It is known that following the action of irritants, and after death, protoplasm loses its phase properties and the substances begin to dissolve in the water contained in it as they do in the water of the surrounding medium. There are good reasons to believe that the same phenomenon occurs after excitation. The capacity of protoplasm to dissolve ions increases (K increases from 0.3 to 1.0), as a result of which Na⁺ and Cl⁻ move in the direction of the cell. After excitation, the original properties of protoplasm are restored, including the property of being a poor solvent, and sodium, together with chlorine, then diffuses out.

The physiological meaning of increased membrane permeability after excitation, as postulated by the membrane theory, is not at all clear. In terms of this theory the substances supposedly exist in the cell in a dissolved, diffusible state, and an increase in the permeability of the surface membrane can in no way affect their capacity for interaction. The only event which may take place is diffusion of these substances from the cell, leading to loss of essential substances, which would be utterly incomprehensible.

* In all probability, due to reversible changes similar in nature to the initial stage of denaturation (see previous chapter).
In terms of the sorption theory, however, the release of substances following excitation has a different meaning. Substances bound to proteins and incapable of reacting suddenly become dissolved, ionized, and therefore chemically active. The liberation of these or other substances from their bond with proteins may release a chain of metabolic processes necessary for cell activity (Nasonov and Aleksandrov, 1943a, p. 597). Similar ideas were later postulated by Szent Györgyi (1947) in relation to muscle activity and by Koshtoyants (1947, 1951), in relation to other cellular elements.

The Mechanism of Distribution of Mineral Substances between the Cell and Environment

The permeability of cells to nonelectrolytes may be understood by studying a series of dilutions in their intracellular and extracellular distribution. Analysis of the curve thus constructed may explain the factors concerned in their distribution. By this method Troshin has shown that the most important controlling factors are: first, their lower solubility in the water of the protoplasm as compared with the water of the surrounding medium, and second, their adsorption on protoplasm micelles. At low concentrations of the substance in the medium, adsorption predominates. This results in a higher intracellular concentration than in the medium. At higher concentrations, further adsorption ceases due to saturation of the adsorbing surfaces, and the substance begins to dissolve in the protoplasm water. According to Henry's law this is characterized by a straight linear distribution (see Figure 72 and others).

Troshin, using a similar method to study penetration of various ions into cells, has shown that the same factors control the distribution between protoplasm and the medium. He reached this conclusion on the basis of his own experimental data and those of other investigators. The following examples are given.

Troshin (1948a) studied the distribution of chlorine ions between yeast cells and the environment. Yeasts grown on beer wort were washed with lactose, and transferred to a lactose solution to which sodium chloride was added at various concentrations. The yeasts were kept in these media until the onset of diffusion equilibrium between the chlorine ions in the cells and the surrounding solution. The intracellular chlorine was estimated by its residue in the medium, and was correlated with the protoplasm water.

The results of these experiments are shown in Figure 95. The abscissa shows the concentration of chlorine in the medium (C_g), and the ordinate shows the concentration in the protoplasm of the yeast cells (C_c). The distribution curve (oa) starts from the zero point of the coordinates. This means that there is no bound chlorine in the yeast protoplasm, and if there is no chlorine in the medium, all the chlorine must also leave the yeast cells. Furthermore, the distribution curve is rectilinear from its very beginning*. This means that chlorine is not adsorbed by the protoplasm

* Troshin explains the slight deviation of the curve oa from the rectilinear, in the region of high concentrations, by the fact that after dehydration of protoplasm, the partially bound water is first to leave, as a result of which the amount of substances dissolved in the remaining water is decreased.
micelles and is present there only in the form of a solution, according to the law of Henry. If protoplasm water and the surrounding medium dissolved chloride to the same extent, then after equilibrium the intra- and extracellular concentrations would be equal (distribution coefficient $K = 1$) and the distribution curve would correspond to the bisectrix of the angle of the coordinates—ob. In reality this is not so. The distribution curve $oa$ lies beneath the bisectrix at a more acute angle to the abscissa. This means that chlorine is less soluble in protoplasm water than in the medium, and the distribution coefficient $K = 0.45$.

Analysis of the distribution curve of chlorine shows it to be very similar to that of acid dyes, which, like chlorine, are almost not adsorbed in the protoplasm, exist in a partially dissolved state and are even less soluble than in the medium ($K = 0.25$; Figure 80, ob)*.

Fenn, Cobb and Marsh (1934) using the same method, studied the movement of chlorine and sodium between sartorius muscles of the frog and the environment (Figures 96 and 97).

To facilitate comparison with this data, Troshin calculated the ion content, relating it not to 100 g of tissue as done by Fenn and co-workers, but to the water of the muscle fibers. He used the same scale to indicate the ionic concentration of the medium on the abscissa, and that of the cell on the ordinate. Figure 98 shows that chlorine is distributed between the medium and the muscles in exactly the same manner as in the case of yeasts (compare with Figure 95). The distribution curve of chlorines (Figure 98) starts from the point of intersection of the coordinate axes, and continues in a rectilinear fashion with a slope corresponding to a distribution coefficient $K = 0.30$. This means that all the chlorine in the muscles is dissolved, and if the medium is chlorine-free it diffuses out completely. Consequently it is not bound to protoplasm proteins. Whatever its content in the medium it is always 70% lower in the muscle.

As seen in Figure 98 the sodium curve starts somewhat higher than the point of intersection of the axes. Consequently, when the surrounding solution is sodium-deficient, a certain amount remains in the muscle, indicating that a small fraction is firmly bound to protoplasm**. The sodium curve is parallel to the chlorine curve. This means that the solubility of both ions in protoplasm water is approximately the same ($K = 0.3$).

According to Fenn et al. (Fenn, Cobb, Hegauer and Marsh, 1934/1935), chlorine and sodium show the same distribution with respect to the sciatic

* Note that the chromophore of the acid dye is an organic anion.

** Fenn and co-workers did not pay attention to this fact and assumed that all the sodium in the muscles is free. Subsequently, Troshin (1955, 1957) using labeled atoms, showed that in the muscle fibers of frogs, part of the sodium is not capable of exchange with that in the surrounding solution and is probably firmly bound to protoplasmic proteins.
nerve of the frog (Figures 99 and 100). Here, too, the distribution of both ions is expressed by a straight line starting from the point of intersection of the axes. Consequently, both ions are dissolved in the nerve. The slope of the curves is such that at any concentration of the chloride ions in the medium their concentration in the nerve is 57% of the former. The authors assume that all the sodium chloride in the nerve is located in the intercellular spaces. Thus, the magnitude of these spaces, calculated for chloride, should comprise 57% of the whole nerve. From a purely morphological point of view this figure is obviously exaggerated. The error of this assumption is also evident from the following considerations. In a fresh nerve its "chlorine space" is approximately 30%. After 5 hours in Ringer's solution it increases approximately twofold, while the "sodium space" remains more or less unchanged. Thus, if in the case of muscle fibers a portion of the protoplasm sodium is probably bound to the protein substrate, binding of this kind has not yet been proved for nerve fibers. Nevertheless, there are tissues in which almost all the intracellular sodium is bound. Thus, Abelson and Duryee (1949), using radioactive sodium (Na24), have shown that 88% of sodium in frog eggs is not capable of exchange and is bound to protoplasm, while only 12% exists in the dissolved state and capable of exchange. It is interesting that the action of any harmful agents liberates the bound sodium of the eggs, which may then exchange with the sodium of the surrounding medium.

Steinbach (1940b) investigated the movement of potassium between the cells and the surrounding medium. He immersed sartorius muscles of the frog in Ringer's solution, or in sugar solution containing various concentrations of potassium, and estimated the potassium concentration in the muscles after equilibrium was attained. The results of the experiments are shown in Figure 101**. The curve oab is the potassium distribution curve. In the absence of potassium from the surrounding liquid, a considerable amount remained firmly bound to the protoplasm (oa = 7.5 m equiv percent). With increased concentration of potassium in the medium, the level in the muscles began to increase, corresponding to the section of the curve ab. The shape of this section of the curve indicates that the dependence of Cc on Cs obeys the same law as in the case of nonelectrolytes (sugars, creatinine), amino acids, and vital stains, namely: Cc = CsK + A. At the beginning the curve has a bent shape—this is the region where adsorption or reversible chemical binding prevails. Later on the curve becomes rectilinear. This indicates that the value of A at these concentrations of potassium in the medium (Cs > 0.5 m equiv percent) becomes constant (A = A∞), since here the limit of adsorption or chemical saturation of the micellar surfaces is reached. This limit equals the section ae (4.5 m equiv percent). The last rectilinear segment of the curve indicates that the concentration of the potassium dissolved in the protoplasm water increases, according to Henry's law. The line oc parallel to eb illustrates the

* Judging from the data given (Figure 99) it may be assumed that a small part of the sodium in the nerve is bound (approximately 1 m equiv per 100 g of nerve).

** For convenient comparison with other distribution curves of Troshin, the graph plotted from the data of Steinbach was recalculated for the water of muscle fibers.
relationship between the potassium dissolved in the fiber water and its concentration in the medium. The slope of the curve indicates the value of the distribution coefficient \( K = 0.45 \). In other words, the solubility of potassium in protoplasm water is 55% lower than in the medium.

**FIGURE 96.** Relationship between the concentration of chlorine ions in frog muscles, \( C_c \) (in m equiv per 100 g of tissue), and that in the medium \( C_s \) (in m equiv percent) (according to Fenn, Cobb and Marsh, 1934/1935).

The arrow indicates the concentration of the substance in the tissue which has been placed in Ringer's solution. Initial concentration of substance in the tissue immediately after its removal from the organism.

Thus, analysis of the distribution curve of potassium in muscles shows that potassium exists in muscle fibers in three states. A considerable part of it is firmly bound to the substrate (7.5 m equiv percent) and may leave the cell only after excitation, damage, or death. This fraction will later be designated by the letter "e" expressing it in m equiv percent of the protoplasm water. A second part is reversibly adsorbed or bound by an easily reversible chemical bond—\( A_\infty \) (4.5 m-equiv percent). Finally, a small fraction of potassium exists in the form of a free solution (1.13 m equiv percent at a potassium concentration in the surrounding medium of 2.5 m-equiv percent). Only this last fraction is in diffusion equilibrium with the external medium. This explains the cases of so-called diffusion of potassium against a concentration gradient. The concept of such a paradoxical phenomenon has been formulated only because the majority of physiologists consider all cellular potassium as freely dissolved in the protoplasm, while in reality a major part of it is bound to the protein substrate.

In another study Steinbach (1937) investigated the distribution of potassium between muscles of the *Tenthoidea Thyone briareus*, in sea water.
containing this element at various concentrations. The results are given in Figure 102*.

FIGURE 98. Relationship between the sodium and chlorine ion concentrations in muscle fibers \( (C_c, \text{ in m equiv. percent in the water of the muscle fibers}) \), and those in the medium \( (C_s, \text{ in m equiv. percent}) \) (according to Fenn, Cobb and Marsh, 1934; from Troshin, 1956)

FIGURE 99. Relationship between the sodium ion concentration in the sciatic nerve of the frog \( (C_c, \text{ in m equiv. per 100 g of nerve}) \), and that of the surrounding medium \( (C_s, \text{ in m equiv. percent}) \). Duration of experiment—5 hours (according to Fenn, Cobb, Hegnauer and Marsh, 1934)
Legend as in Figure 96.

FIGURE 100. Relationship between the chlorine ion concentration in the sciatic nerve of the frog \( (C_c, \text{ in m equiv. per 100 g of nerve}) \) and that in the surrounding medium \( (C_s, \text{ in m equiv. percent}) \). Duration of experiment—5 hours (according to Fenn, Cobb, Hegnauer and Marsh, 1934)
Legend as in Figure 96.

* As in other cases, the graph was recalculated by Troshin, taking into account the muscle water, and calculating the intercellular spaces as 17.8%.
The same three forms of potassium in protoplasm may be found here. The potassium which in the complete absence of potassium from the medium does not leave the protoplasm is firmly bound to the substrate (0a); its concentration is 14.0 m equiv. percent. Next, potassium may be reversibly bound to the substance (ad), the concentration of this potassium upon maximum saturation of the surfaces being 6.9 m equiv. percent. Finally, there is the potassium dissolved in the protoplasm (eb). The slope of the curve eb (or oc) indicates that its distribution coefficient between the water of the medium and the water of the protoplasm is 0.48.

Fenn, Cobb, Hegnauer and Marsh (1934) studied the potassium content of frog nerve at various concentrations in the medium. The results of their work are illustrated in Figure 103, which shows a distribution curve of potassium in the nerve of (a) spring and (b) autumn frogs. In both (in a
potassium-free medium) this element remains in the protoplasm in considerable concentrations and is not washed out. This potassium is bound to the substrate. Its concentration in the nerve, as can be seen from the figure, approximately equals 3.0 m equiv percent in both spring and autumn frogs. On increase of the potassium concentration in the medium, the potassium content of the nerve increases too, according to curve a in spring frogs, and curve b in autumn frogs. This potassium is easily exchangeable. Unfortunately, the authors did not have sufficient data relating to low concentrations of potassium in the medium, as a result of which this fraction of potassium cannot be divided into adsorbed ($A_0$), dissolved, and firmly bound potassium. However, the slopes of curves a and b permit the value of the distribution coefficients of dissolved potassium to be established. In the case of spring frogs it is considerably higher than in autumn frogs (i.e. the curve is steeper). In other words, potassium is more soluble in the protoplasm of the nerve of spring frogs than in that of autumn frogs. Accordingly, the initial level of potassium in nerves of the former (4.8 m-equiv. per 100 g of nerve) is higher than in the latter (3.02 m equiv. percent).

FIGURE 103. Relationship between potassium ion concentration in frog nerve ($C_c$, m equiv. per 100 g of nerve), and that in the surrounding medium ($C_s$ in m equiv. percent) (according to Fenn, Cobb, Hegauer and Marsh, 1934)

a—spring frog nerve; b—autumn frog nerve.

FIGURE 104. Relationship between magnesium ion concentration in frog muscles ($C_c$, millimoles/liter) in the medium ($C_s$, millimoles/liter) (according to Fenn and Haage, 1942; from Troshin, 1956)

For explanation see text.
The authors found similar distribution curves for potassium in crab and lobster nerves. Here, too, potassium seems to exist in two states in the nerve fibers—in the free and in the bound state.

Figure 104 shows a magnesium distribution curve between frog muscles and the medium, obtained by Penn and Haege (1942). The major part of muscle magnesium is bound. With a magnesium-free medium 0.4 millimoles of magnesium were found per one liter of intracellular water, comprising 80-90% of the total cell magnesium (9.4). Only 0.6 millimoles of reversibly adsorbed magnesium (ad) was found per liter. There is little dissolved magnesium in protoplasm and its distribution coefficient (k) is 0.35.

This concludes the chapter on cellular permeability, which deals with penetration of electrolytes into cells and their distribution between protoplasm and medium. The conclusions form the basis of our theories on bioelectric phenomena.

They are as follows:

1. All electrolytes penetrate cells at more or less equal rates.
2. Intracellular electrolytes exist in three different states:
   a) firmly bound to protoplasm, the electrolytes being undissociated and incapable of easy exchange with the surrounding medium; this includes the major part of the cell potassium, magnesium, calcium and phosphates, and possibly a small amount of sodium.
   b) adsorbed or bound with labile chemical bonds, easily reversible; this includes part of all cell cations.
   c) as free ionized solution in protoplasm water; this includes a small fraction of potassium and phosphates, almost all the intracellular sodium ions and all the chlorine ions.
3) On damage or excitation the nonionized fraction of potassium and phosphates, firmly bound by the protoplasm, is released and passes into the dissolved, ionized state. This transition is reversible. After excitation, or after the reversible damage is arrested, the potassium and phosphates released are again bound by the protoplasm.
4. The movement of nonbound, freely soluble electrolytes between protoplasm and the medium obeys the same laws as nonelectrolytes. During penetration of electrolytes from weak solutions into the cells, adsorption or easily reversible chemical binding prevails in the protoplasm, due to which the distribution graph is at first curvilinear. In more concentrated solutions, adsorption or reversible chemical saturation of the micellar surfaces of the protoplasm is noted. The distribution graph then becomes rectilinear, and on further increase in the external concentration, the slope of the straight line is determined by the distribution coefficient (K) according to Henry's law.
5. Solubility of ions in protoplasm water is lower than in the water of the surrounding medium. The equilibrium established between the concentration of ions in the cell water, and their concentration in the water of the medium, is determined by the distribution coefficient (K), which is always less than one.
6. After damage or excitation, protoplasm loses its phase properties, and the solubility of its ions increases. Due to this, chlorine and sodium ions are directed into the cell. This process is reversible.

* The curve was plotted by Troshin from the data of Penn and Haege, with the magnesium content recalculated per 100 g water of muscle fibers.
7. The direction of diffusion of electrolytes (into the cell, or from it) is determined by increase in the distribution coefficient, either towards the medium or towards the cell.

8. The movement against the concentration gradient, described in the literature, is usually based on the erroneous concept that all cell electrolytes exist in a free, dissolved state.

Chapter 3. Phase Properties of Protoplasm

Immiscibility of Living Protoplasm with Surrounding Water.

Attempts to Explain This Phenomenon

If protoplasmic surface membranes are not to be ascribed an insulating function, it must be assumed that living protoplasm is not a simple aqueous solution of proteins and other substances. Furthermore it should then be regarded as a "liquid phase" immiscible with water, and possessing solvent properties differing from it. This would explain why protoplasm, like a drop of oil, does not mix with water, and why all the substances studied dissolve in it differently; the process is then determined by a distribution coefficient less than one, and varies with different substances.

In other words, a dilemma exists: either a semipermeable membrane exists at the surface of the cell, or protoplasm is regarded as endowed with phase properties in relation to water.

Until recently, the latter assumption met with difficulties. Indeed, how can protoplasm be a phase in relation to water if it is itself 80% water? These difficulties were overcome in different ways by different investigators. Thus, Lepeshkin (1936, 1937, 1939), suggested the hypothesis of the lipoprotein complex. In his opinion, living protoplasm is a liquid consisting of proteins loosely bound to lipoids, with water dissolved in this complex. This lipoprotein complex, which the author named vitaid, is supposedly easily split by stimulants or noxious agents.

Fischer and Suer's (1935, 1938, 1939) hypothesis was similar, i.e. that protoplasm is a special fluid body, into the composition of which giant protein molecules enter, possessing properties of acids and bases bound to water and mineral substances. The authors supposedly obtained a model of such a compound on mixing sodium caseinate and casein chloride solutions*.

However, in the last decades, discoveries in colloid chemistry made it possible to explain the phase properties of living protoplasm without calling on unproven hypotheses. For example the discovery of the so-called coacervate systems by Bungenberg de Jong and Kruyt (1930); Bungenberg de Jong (1932, 1937a, 1937b). Hitherto it was thought that with decrease in the charge of the particles or upon their denaturation, the liquid hydrophilic colloid system (sol) may either precipitate (coagulation), or solidify in the form of a solid, elastic body (gel). However, a third possibility exists: that the colloid system under the influence of reagents causing desolvation or removal of the charge remains liquid but divides into two

* The colloid systems obtained by them have similar properties to coacervates.
immiscible liquid layers different from each other only in the concentration of the dissolved colloid. Two aqueous colloid solutions arise, separated from each other by a sharp boundary surface; the more concentrated one was called "coacervate", while the other, the more liquid, was called "equilibrium solution". It is interesting that the coacervate may contain a considerable amount of water, exceeding 4 to 5 times the weight of the dry residue.

Simple coacervates consist of one kind of colloid particles, and complex ones are formed by the interaction of several differently charged colloids.

In the opinion of Bungenberg de Jong, and Kruyt, coacervates appear because the colloid particles of the sol approach each other upon decrease of the charge and dehydration, thus the diffusion layer of their hydrate coats is disrupted. Only a layer consisting of strictly orientated particles remains. The orientated aqueous layers coalesce, and all the particles are surrounded by one common hydrate coat. Therefore, all the water of the coacervate is bound, explaining firstly its inability to mix with surrounding "unorganized" water, and secondly the low capacity to dissolve various substances*. Thus, a physico-chemical model was created, reproducing one of the most enigmatic aspects of protoplasm, i.e. its phasic property. In other respects, also, coacervate drops are very similar in their external appearance to protoplasm fragments, or to unicellular organisms devoid of an outer membrane (Figure 105). Under various stimuli, e.g. low temperatures, acids, alkalis, hydrocarbons, alcohols, aldehydes, ketones, ethers and electric current application, vacuoles are formed in coacervate drops, similar to the formation of vacuoles and granules in plant and animal cells. The surface tension of coacervates is approximately the same as in animal and plant protoplasm (Ruitter and Bungenberg de Jong, 1947; Dervichian, 1949). Since the surface tension of coacervate drops differs from that of water, films form on their surface, consisting of orientated colloid particles. However, according to Bungenberg de Jong (1932) and others, these films can in no way affect the diffusion of substances through them, since they consist of sparsely distributed and well-hydrated particles.

All these facts make it highly probable that in terms of colloid structure, living protoplasm is a complex coacervate. This postulate is acceptable to an ever-increasing number of investigators (Bungenberg de Jong, 1932; Duclaux, 1934, Guilliermond, 1941; Oparin, 1941; Nasonov and Aleksandrov, 1934a; Makarov, 1948 a, 1950; Danzhar, 1950; Troshin, 1953, 1955, and others).

Distribution of Substances between Coacervates and Their Equilibrium Liquid

Experiments on the distribution of substances between coacervates and the surrounding liquid are especially important in permeability studies, but they are still scarce. Hollemann, Bungenberg de Jong and Modderman (1934) studied the distribution of alcohol, resorcin, sodium sulphate and

* The concept of coacervate formation formulated by Bungenberg de Jong and Kruyt has been criticized by Mikhailov (1935), Lepeshkin (1939), Dervichian (1949) and others.
potassium iodide between a simple gelatin coacervate and its equilibrium liquid. Their data are compiled in Table 27, the concentrations of the substances being recalculated per 100 g of water. The distribution coefficients (Q) between the coacervate and the equilibrium liquid are given.

From the data in Table 27, comparisons may be made between certain features of the nature of distribution of substances (in the case of coacervates) and living cells. Firstly, both cases illustrate a distribution, characterized by different coefficients (Q) for different substances, rather than a simple equilibration of concentrations. For sodium sulphate, Q is less than one, while for resorcin it is greater than one. Secondly, the value of Q changes with the concentration of the substance. With increased concentration of sodium sulphate and resorcin, the value of Q decreases. This indicates not only solubility in the water of the coacervate, but also adsorption to its micellar surfaces. The authors themselves reached the same conclusion. Unfortunately, they do not give a sufficient number of points (concentrations) for the construction of a distribution curve.

The studies of Troshin (1951a) on the distribution of substances between the coacervate and the medium are of special interest, since they were performed by exactly the same method as in his work with living organisms. In his studies he employed a complex coacervate prepared from gelatin and gum arabic, to which a certain amount of hydrochloric acid was added. The distribution of galactose and saccharose was studied. These substances were chosen because, according to available data, they do not affect the coacervates. In addition, their distribution was well studied by Troshin on living cells (yeasts, muscles). As in the studies on complex living organisms, the time of onset of diffusion equilibrium was first determined. In the case of sugars, diffusion equilibrium occurred earlier than 15 hours. On this basis Troshin's experiments lasted 17-19 hours. Subsequent analysis of the sugar was performed and the amount of water and dry residue in the coacervate were determined. Galactose and saccharose, at the concentrations employed, did not substantially affect the hydration of coacervates.

This observation agrees with data of other investigators. With the data obtained, the concentration of sugar was determined in the water of the equilibrium liquid and of the coacervate. Distribution graphs were plotted (Figures 106 and 107). These show a striking resemblance to sugar distribution graphs between live protoplasm and the environment (erythrocytes—Figure 72, muscles—Figure 74, yeasts—Figure 80, etc.), (creatinine—Figure 78, alanine—Figure 86, vital stains—Figure 90). Analysis of these curves shows that the same factors control the distribution of substances between coacervates and the medium as control the distribution between living organisms and the medium. Indeed, in its initial phase, corresponding to low concentrations, the distribution curve rises steeply and is located above the bisectrix oa, corresponding to concentration equilibrium. This means that in this region of the curve the substance penetrates the coacervate at a higher concentration than that in the surrounding medium at equilibrium. It is obvious that in this region, adsorption to the coacervate micelles predominates. Later, the curve crosses the bisectrix oa and continues in rectilinear form at an angle less than 45° to the abscissa. In Troshin's opinion the process of adsorption stops here due to saturation of the surfaces, and subsequently only solution of the substance in the coacervate water occurs.
Troshin showed that in case of coacervates the distribution curve, as in the case of living tissues, corresponds to the equation

\[ C_c = C_s K (1 + \frac{\sigma}{C_s K + a}) \]

where \( C_c \) is the concentration of the sugar in the coacervate, \( C_s \) is its concentration in the medium, and \( K \) is the distribution coefficient according to Henry's law, which equals the ratio of concentration in the coacervate water to that in the water of the medium. \( \sigma \) is the limit of saturation; \( a \) is a constant determining the slope of the curve. In galactose distribution in the coacervate, \( K \) equals 0.61. For saccharose \( K \) equals 0.60. This means that in the coacervate water, sugars dissolve by 40% less than in the surrounding medium. This is understandable if one assumes that the water of coacervates is totally bound, the molecules being orientated by the coacervate micelles.

\( A \) (limit of adsorption) numerically equals the sector on the ordinate axis. In our case this equals 0.22 g per 100 ml of coacervate water, or per 18 g of its dry residue in the case of both sugars.

As an analysis of the distribution curve in protoplasm, the distribution of sugars between coacervates and medium may be divided into two components. The straight line \( x \) illustrates the distribution of the dissolved fraction of the sugar, according to the equation \( x = C_s K \). The adsorbed part of the sugar is found by subtraction of the dissolved sugar from the total sugar of the coacervate \( (C_c) \). The adsorbed sugar \( (A) \) will then be expressed by the equation

\[ A = C_c - C_s K. \]

Figure 108 shows a curve obtained in this manner. This curve strikingly resembles the adsorption curves of sugars obtained by Troshin for erythrocytes (Figure 73) and for yeasts (Figure 81).

The data on distribution of sugars between coacervates and the medium given, and comparison of the resultant curves with similar curves for living objects, again confirm the hypothesis that protoplasm is a complex
### Table 27

Distribution of sodium sulfate and resorcin between the coacervate and equilibrium liquid (according to Holleman, Bunseberg de Jong and Modderman 1934; from Troshin, 1956)

<table>
<thead>
<tr>
<th>Sodium sulfate</th>
<th>Resorption</th>
</tr>
</thead>
<tbody>
<tr>
<td>% in water of the equilibrium liquid ($C_c$)</td>
<td>% in water of the coacervate</td>
</tr>
<tr>
<td>10.8</td>
<td>9.1</td>
</tr>
<tr>
<td>14.0</td>
<td>8.9</td>
</tr>
<tr>
<td>17.4</td>
<td>10.7</td>
</tr>
<tr>
<td>21.2</td>
<td>11.1</td>
</tr>
</tbody>
</table>

FIGURE 106. Relationship between concentration of galactose in the coacervate ($C_C$, in g per 100 ml of coacervate water) and that in the equilibrium liquid ($C_S$, percent) (according to Troshin, 1951a)

Legend as in Figure 72.

FIGURE 107. Relationship between concentration of saccharose in the coacervate ($C_C$, in g per 100 ml of coacervate water) and that in the equilibrium liquid ($C_S$, percent) (according to Troshin, 1951a)

Legend as in Figure 72.

FIGURE 108. Adsorption isotherms of galactose by coacervate colloids (according to Troshin, 1956)

On the abscissa—concentrations of galactose dissolved in the coacervate water (in %); on the ordinate—amount of adsorbed galactose in the coacervate (in g). Experimental data designated by circles; data calculated from Langmuir's formula designated by crosses.
Chapter 4. Discussion and Conclusions

The study of data on cellular permeability forced us to refute the theory based on the concept of semipermeable membranes on cell surfaces. Among all the arguments against the membrane theory of permeability we consider the following to be the most convincing.

1. On immersion of the cell in solutions of different concentrations, the cells change their volume and do not obey the law of osmosis. Deviations from this law in the direction of insufficient loss of water are usually explained by the presence of osmotically inactive, bound water.

2. Deviation from the law of osmosis, observed by us in the direction of an excessive loss of water in macromolecular solutions, cannot be explained by a membrane mechanism. These facts alone cast doubt on the existence of semipermeable membranes. Even if the theory of selective diffusion through membranes is not accepted, but is replaced by the theory of selective "pumping off" of substances from the cell, the cells should obey the law of osmosis, which in reality does not happen.

3. An absolute requirement of the membrane theory is that all intercellular substances, especially minerals, be present in living protoplasm in a dissolved state, capable of diffusion. The sum of osmotic pressures of all these substances should equal the osmotic pressure of the surrounding aqueous solution. Data recently obtained indicate that this assumption is incorrect. The study of proteins isolated from cells, and especially experiments on the specific radioactivity of labeled ions penetrating the cell, show that only a small fraction of protoplasm electrolytes exists in the free state, while the remaining electrolytes are bound to the protein substrate, are not ionized and are not diffusible. Numerous data indicate that the major part of cell potassium, phosphorus, magnesium and calcium, and possibly a small part of sodium, are bound in this way. Only cell chlorine exists wholly in the free state.

3. The membrane theory states that certain substances cannot diffuse across the cell membrane, while others diffuse only very slowly. The explanation of the dissimilar electrolytic composition of protoplasm and the surrounding medium (nonequilibrium of solutions in the cell and in the medium) is based on this assumption. Among substances which do not penetrate the cell membrane, the membrane theory also includes such vitally important compounds as sugars, amino acids, and many electrolytes (Na\(^+\), Ca\(^{++}\), Mg\(^{++}\), Cl\(^-\), HPO\(_4\)\(^{--}\) and others).

This postulate of the membrane theory was also disproved by recent data obtained by direct chemical analysis of tissues and of suspensions of cell elements (yeasts, erythrocytes), as well as by analysis of the contents of isolated muscle and giant nerve fibers, and by the method of labeled atoms. By these methods it has been established that all the substances...
studied, including sugars, amino acids and electrolytes, penetrate the cell sufficiently rapidly and approximately at the same rate, but the equilibrium concentration levels inside protoplasm differ widely, depending on the nature of the substance and its concentration in the medium.

4. Passage of certain substances from the cell after excitation (potassium, phosphates) is explained, according to the membrane theory, by increase in permeability of the membranes ("loosening"). However, the reentry of these substances into the cell after cessation of the stimulus could not be explained by the membrane theory, since decrease in permeability of the membrane when the cells return to a resting state may only render less possible the return to the protoplasm of substances which have left it.

All these data which do not fit into the framework of the classical membrane theory caused many of its proponents to introduce modifications. One of the most important attempts of this kind was the rejection of the concept of passive semipermeability of the membrane based on the "sieve" principle, or selective solubility of substances in the membrane (lipid solubility), and its substitution by hypotheses on selective pumping off mechanisms. According to the latter, substances travel to and from the cells to the surrounding medium by means of metabolic processes. The theory of active transport of sugar molecules across the membrane by special enzymes and carriers localized in the cell membrane, which has been discussed above, belongs in this category (Rozenberg, Wilbrandt and others).

The theory of Lundegard and Krogh should also be included here. According to this the membrane consists of rodlike molecules, distributed in the form of a palisade the tips of which are capable of attaching sodium or potassium ions, and transporting them either into the cell, or from the cell into the surrounding medium, as the necessity arises, by rotating 180°. Finally, the theory of the "sodium pump" of Hodgkin et al. comes into this category.

All these theories are highly speculative and are not even supported by model analogues. In this respect they differ from the classical membrane theory which, in its original form, took into account all details and was accompanied by a number of excellent physico-chemical models reproducing selective permeability of membranes to different substances. Twenty to thirty years ago the membrane theory could satisfactorily explain all the then known facts. Now, however, this theory is invalid in the face of all the data obtained by modern methods.

The sorption theory of permeability suggested by us is based on a highly probable assumption that living protoplasm is a system of complex coacervates. This explains the fact that protoplasm behaves as a phase, immiscible with the surrounding water. As we have seen, Troshin studied distribution curves of substances between coacervates and the equilibrium liquid and he found that they are similar to the distribution curves of substances between living protoplasm and the surrounding medium. Analysis of these curves made it possible for him to establish a number of factors determining this distribution. It was found that the time necessary to attain diffusion equilibrium between protoplasm and medium is relatively short, and more or less the same for different substances (see Figures 65/67, 69/71, 75, 77, 79, 84, 88, 89, 94). Therefore the definition of "permeability" as the rate of penetration of substances into cells is not specific for different substances. It is therefore of no great value and must
be rejected. The nature of distribution of substances, after equilibrium has been established, is important and scientifically interesting. In this respect the term "cellular permeability" is not convincing, especially in respect to cell membranes, since it implies the necessity of overcoming an obstacle at the cell surface. It would be more correct to allude to the movement of substances between the cells and the medium, but the term "permeability" has been established by usage, and with modifications, may still be used.

The analysis of distribution curves of nonelectrolytes, and of weak and strong electrolytes, made possible the quantitative differentiation of three states in which the same substance may exist in protoplasm: a state in which the substance is firmly bound to the protein substrate; a state of the substance reversibly adsorbed to micellar surfaces; and a state of the substance freely dissolved in protoplasmic water. The amount of the firmly bound fraction is small, depending on its concentration in the surrounding solution. Evidently, substances are chemically hypoactive in this state but can move to a free solution after damage or stimulation. The adsorbed part of the substance is in equilibrium with the dissolved substance. As we have seen, a relatively greater amount is adsorbed from weak solutions. With saturation of the surfaces, adsorption becomes weaker and finally ceases, followed only by increased concentration of the dissolved substance. The intensity of the adsorption of the substance may be described by the adsorption limit \( A_\infty \). Its value may vary for different substances (see Table 28), from zero (e.g. chlorine) to very high values, the attainment of which may be accompanied by poisoning and death of the protoplasm (e.g., with basic dyes, narcotics, etc). Table 28 shows that with the same tissue (sartorius muscles of frog) potassium has the highest adsorbing capacity \( A_\infty = 4.5 \), followed by sodium, the adsorbing capacity of which is approximately 4 times less \( A_\infty = 1.2 \); then comes magnesium \( A_\infty = 1.0 \), followed by the dye phenol red which is approximately 1,000 times less adsorbed than potassium \( A_\infty = 0.003 \) and finally, chlorine with an adsorbing capacity of zero. In the calf muscles of the frog, the constants \( A_\infty \) may be arranged in the following order of magnitude: saccharose \( 0.03 \) < creatinine \( 0.07 \) < galactose \( 0.11 \) < alanin \( 0.33 \) < arabinose \( 0.6 \). Thus values within this series vary tenfold.

The value of the constant \( A_\infty \) is of the greatest interest to us since in the adsorbed state, when surface catalysis is possible, the substances in protoplasm show the greatest activity; this has been demonstrated by comparing the adsorption curve of sugar in the protoplasm of yeasts, with its decomposition. In the previous chapter it was stated that the sorption level of protoplasm strongly changes in the condition of paranecrosis. Evidently, living protoplasm is capable, with the participation of metabolism, of increasing or decreasing its adsorption level within a wide range, and thus to regulate not only the intensity but also the direction of metabolism. For example, according to data from the biochemists associated with Oparin (Kursanov, 1940; Oparin, 1948; Sisakyan, 1941 and others), certain enzymes are hydrolytically active in the dissolved state, while in the bound state they lose this ability, thus securing synthesis.

The fraction of the substance dissolved in protoplasm water probably plays a smaller role in metabolism. This fraction is directly dependent on the content in the medium, and is characterized by a distribution coefficient.
not connected with the concentration of the surrounding solution. The value $K$ is always less than zero and, as seen from Table 28, does not vary very strongly—from 0.25 to 0.55 (maximum twofold). Even with the same tissue (sartorius muscles of frog) the value of $K$ is not the same for different substances (Table 28). For potassium it is 0.45, for chlorine 0.30 and for phenol red 0.25. It is obvious that the lower solubility of substances in protoplasm, as compared with water, cannot be explained solely by a certain percentage of bound water. If this were so, then in the same tissue $K$ would be the same for all substances. Among the ions studied, potassium showed the highest solubility (0.45), followed by magnesium (0.35), sodium (0.30) and chlorine (0.30). Thus, the constant $K$ varies from substance to substance much less than the constant $A_M$. The latter is most important in understanding the permeability of protoplasm, and as the most significant and interesting from the biochemical point of view.

On excitation a part of the firmly bound substances passes into a free solution. Since the latter is in equilibrium with the adsorbed fraction, the amount of the substance adsorbed to micellar surfaces immediately increases. In turn, this should lead to the increase of the corresponding metabolic link. In our opinion, the mechanism by which a chain of biochemical processes performing the work of the cell is initiated in protoplasm is the release of substances bound to protein, after excitation.

Experiments were cited (supra) to show that the release of substances bound to protoplasm proteins occurs after denaturation of these proteins by various agents. These experiment are in accordance with our denaturation theory of stimulation and damage. After excitation protoplasm begins to lose its phase properties, due to which its capacity for dissolving substances increases ($K$ approaches zero). This may explain the diffusion of Na$^+$ and Cl$^-$ into the cells in the condition of excitation, reversible damage and death.

These are the basic assumptions of the sorption theory of permeability. In conclusion this hypothesis will be compared with that group of theoretical considerations collectively termed the "theory of selectively pumping off mechanisms" (Rozenberg, Wilbrandt, Lundegard, Krogh, Hodgkin and others) and which, for the sake of brevity, will be called "the pump theory".

Both the sorption theory and the pump theory were postulated when the classical theory of semipermeable cell membranes was shown to be inadequate to explain a variety of data obtained by new methods of study. The sorption theory considers the mechanisms regulating the distribution of substances between the cell and its environment to be distributed throughout the protoplasm, and not necessarily connected with its surface. The sorption theory does not, therefore, employ the hypothesis of cellular surface membranes. Such membranes as other border formations (cuticles, bristle borders, membranes of egg cells, etc.) may exist, but they perform certain particular cellular functions and do not play a universal role in movement of substances between cell and medium, which is usually ascribed to cell membranes.

The proponents of the pump theory, however, remain faithful to the idea of the surface membrane, and they localize the hypothetical "pump" within the membrane. It seems to us that this is the weak spot of the theory, since the suggested surface film is usually considered to be very thin (several molecular layers) while the mechanisms of the "pump" should be specific for each of a great number of substances penetrating the cell. It is very difficult to conceive all these mechanisms being localized in such a small space.
The value of the distribution coefficient, from Henry’s equation (K), of the adsorbed substance (A<sub>M</sub>) and firmly bound substance (D). (A<sub>M</sub>) and D are expressed in millimoles per 100 ml of cell water (according to Troshin, 1956)

<table>
<thead>
<tr>
<th>Objects</th>
<th>Substance</th>
<th>K</th>
<th>A</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coacervates</td>
<td>Galactose</td>
<td>0.61</td>
<td>1.22</td>
<td>-</td>
</tr>
<tr>
<td>&quot;</td>
<td>Saccharose</td>
<td>0.60</td>
<td>0.64</td>
<td>-</td>
</tr>
<tr>
<td>Yeasts</td>
<td>Lactose</td>
<td>0.55</td>
<td>6.43</td>
<td>-</td>
</tr>
<tr>
<td>&quot;</td>
<td>Chlorine ions</td>
<td>0.45</td>
<td>0.00</td>
<td>-</td>
</tr>
<tr>
<td>Rabbit erythrocytes</td>
<td>Galactose</td>
<td>0.42</td>
<td>0.16</td>
<td>-</td>
</tr>
<tr>
<td>Muscles of frog calf</td>
<td>Arabinose</td>
<td>0.43</td>
<td>0.60</td>
<td>-</td>
</tr>
<tr>
<td>The same</td>
<td>Galactose</td>
<td>0.32</td>
<td>0.11</td>
<td>-</td>
</tr>
<tr>
<td>&quot;</td>
<td>Saccharose</td>
<td>0.29</td>
<td>0.03</td>
<td>-</td>
</tr>
<tr>
<td>&quot;</td>
<td>Alanine</td>
<td>0.40</td>
<td>0.33</td>
<td>-</td>
</tr>
<tr>
<td>&quot;</td>
<td>Creatinine</td>
<td>0.36</td>
<td>0.07</td>
<td>-</td>
</tr>
<tr>
<td>Sartorius muscles</td>
<td>Phenol red</td>
<td>0.25</td>
<td>0.003</td>
<td>-</td>
</tr>
<tr>
<td>of the frog</td>
<td>Potassium ions*</td>
<td>0.45</td>
<td>4.5</td>
<td>7.5</td>
</tr>
<tr>
<td>The same</td>
<td>Sodium ions**</td>
<td>0.30</td>
<td>1.20</td>
<td>-</td>
</tr>
<tr>
<td>&quot;</td>
<td>Chlorine ions**</td>
<td>0.30</td>
<td>0.000</td>
<td>-</td>
</tr>
<tr>
<td>&quot;</td>
<td>Magnesium ions***</td>
<td>0.35</td>
<td>0.080</td>
<td>0.94</td>
</tr>
<tr>
<td>Retractors of galacturia</td>
<td>Potassium ions*</td>
<td>0.48</td>
<td>6.90</td>
<td>14.0</td>
</tr>
</tbody>
</table>

Calculated from the data of:
* Steinbach, 1937, 1940a;
** Fenn, Cobb and Marsh, 1934;
*** Fenn and Haege, 1942.

Finally, from the point of view of the "cell pump" theory, continuous pumping of the substance to or from the cell requires constant expenditure of metabolic energy. This is proved by the fact that poisoning of cells by metabolic inhibitors decreases the difference in the concentration of substances within and without the cells. The work of Hodgkin and Keynes (1955) is an example of this kind. They studied the effect of dinitrophenol, cyanides, and cold, on the potassium and sodium content of giant nerve fibers of cephalopod mollusks.

However, experiments of this kind hardly confirm pumping off mechanisms in the cell. The point is that if certain electrolytes leave a damaged or excited cell, and subsequently return in its resting condition, this movement requires energy expenditure, no matter what its mechanism is. The source of the energy is cellular metabolism. It is also known that in the resting condition so-called basic metabolism takes place in the cell. The purpose of this basic metabolism is to maintain the extremely labile structure of protoplasm on which all the properties of the latter depend. Any
disturbance of basic metabolism should lead to changes in the sorption properties of the protoplasm, its capacity for dissolving substances, etc. (Nasonov and Aleksandrov, 1940). Consequently, in terms of the sorption theory any disturbance of metabolism should cause redistribution of substances.

Thus, the sorption theory, too, maintains that the distribution of substances between the living cell and the medium may occur and be maintained only at the expense of energy supplied by metabolic processes. In this respect there are no differences between the requirements of the two theories. The difference consists only in the meaning—what is the nature of these forces which actually bring about the distribution and redistribution of substances? The pump theory supplies no definite answer to this question. The sorption theory gives a specific answer in respect to the factors of distribution. These are the following: solubility of the substance in the protoplasm water; adsorption to micellar surfaces of protoplasm colloids; and chemical binding to the substrate. All these factors vary and depend to a great extent on the physiological condition of the protoplasm. This determines the level, and nature of distribution of substances between the cell and its environment.

The above refers mainly to cells which are surrounded on all sides by tissue fluid, for example, muscles, nerves, connective tissue cells, etc.

A somewhat different picture is observed with cells of certain glands or epithelium capable of reabsorption. These are cells of border tissues, e.g. the mucous membrane of the alimentary tract, kidney tubules, etc. The special purpose of cells of this kind in the organism is selective pumping of solutions of certain substances in the basal or apical directions, sometimes against the concentration gradient. Morphologically such cells are characterized by well-defined polarity and nonequilibrium of structure. Their nonequilibrium is first of all determined by uneven distribution of chondriosomes, these being most prevalent in the basal part of the cells, and also by the polar location of the Golgi apparatus. It is quite obvious that secretory or resorbing cells should possess some pumping mechanism, working together with the various metabolic processes. However, as already mentioned, it remains completely unexplained why it is necessary to "place" this mechanism within the membrane, as postulated by Rosenberg, Wilbrandt, Lundegard, Krogh, Hodgkin and others.

It seems to us much more logical to localize the suggested pumping mechanism throughout the whole epithelial cell.

We shall start from those general assumptions which were taken as a basis for the sorption theory. We assume that the protoplasm of secretory cells is, as in other cells, a coacervate system, in the water of which many substances are considerably less soluble than in water of the surrounding medium. Free diffusion across a layer of such cells will be slowed down considerably, and will be possible only in the direction of the gradient. Now let us imagine that molecules, freely diffusing within the cells, and capable of chemically binding and releasing the pumped substance, enter into the composition of protoplasm as a complex coacervate (acceptor). Specific examples are the epithelial cells of kidney tubuli, which resorb glucose, sodium and possibly certain other substances from the lumina of the tubules. In the basal parts of these cells there is a great number of mitochondria distributed in the form of a palisade, and containing various
enzymes. It may be visualized that in the apical half of the cells devoid of mitochondria, reactions binding glucose to acceptor molecules prevail, while in the basal half, with an abundance of mitochondria, splitting of this complex predominates. Then in the presence of free diffusion of acceptor molecules within the cell, a higher concentration of freely dissolved glucose should be maintained in the basal part of the cell (mitochondrial part) as compared with the apical part. This concentration may be higher than the equilibrium concentration of glucose in the tissue fluid surrounding the bases of the epithelial cell, as a result of which diffusion of the substance from the cell will begin through its basal surface to the outside.

It is self-evident that such a mechanism is possible only with the participation of intracellular metabolism and energy expenditure.

We realize that all these assumptions may be considered as one of many possible hypotheses, but the advantage of our hypothesis as opposed to others is that we localize the "cell pump" within the whole cell, and not in the semipermeable membrane which is thought to consist of a few molecular layers.
Chapter 1. Phase Theory of Bioelectric Potentials

History of the Problem

The theory of excitation is closely linked to the theory of bioelectric potentials. It is known that the surface of the excited part of a cell is electronegative in relation to the nonexcited part. This gave physiologists the opportunity to study quantitatively, and with great precision, the degree of excitation of the tissue. These studies, using electrical methods, were carried out in the middle of the last century. There are no other methods for study of excitation as accurate as these. This is why the majority of studies on excitation are electrophysiological, and are performed mainly on conducting tissues. In addition, the mere fact of generation of electrical energy by excited protoplasm should illuminate the physicochemical nature of excitation.

The 19th century investigators could not postulate any satisfactory theory of bioelectric potentials. Possibly in those times physicists were unaware of liquid chains which, in the absence of metallic electrodes, could create potential differences, similar in magnitude to biological ones. At the end of the 19th century, papers appeared on the subject of the theory of membrane potentials (Ostwald, 1890; Michaelis, 1925 and others) and phase potentials (Nernst, 1892). These made possible the use of physicochemical methods to explain bioelectrical phenomena. The then predominant concept of protoplasm as an aqueous solution of proteins and salts surrounded by a membrane influenced the physiologists' attempts to construct a general theory of biopotentials: The papers by Bernstein (1912), Höber (1905, 1907, 1926) and others contributed to the formation of, and laid a substantial foundation for, the membrane theory of bioelectric potentials, which, with certain changes and additions, is still the basis of our theories of electrical phenomena in cells.

The phase potentials of Nernst were used by physiologists in these theoretical considerations only for certain small variations in the theory of the membrane structure. One example is the theory of Beutner (1920, 1933), who tried to explain bioelectric phenomena by assuming that the cell membrane consists of two layers of substances insoluble in water: one giving an acid reaction and the other a basic one.*

* This theory met with no success, since it was based on a false concept of the similarity of the salt composition of the cell with that of the surrounding medium.
The previous section, discussing permeability phenomena, concluded with a complete denial of the presence of hypothetic surface membranes which, according to the majority of contemporary physiologists, act as semipermeable membranes controlling the uptake of soluble substances by the cell. We started from the concept of the protoplasm as a ceacervate system whose water behaves as a phase in relation to the surrounding water. From this we concluded that the distribution of substances between the cells and the medium is not determined by the permeability of the hypothetic membranes, but by the solubility of the substances in the protoplasm, their adsorbance on the protoplasm micelles and by their chemical binding to the protein substrate. We cited data showing that a considerable part of the protoplasm electrolytes is bound to its proteins, and that only a small part is in the free dissolved state and that upon damage or in the condition of stimulation the protoplasm loses its phase properties, releasing the electrolytes bound to it, which pass into a simple aqueous solution. The membrane theory of bioelectric potentials was abandoned by us, since it was based on faulty premises. In its place, the phase theory, based on the concept of protoplasm as a "phase" in relation to the surrounding water, was accepted (Nasonov and Aleksandrov, 1944; Troshin, 1956). Data will now be adduced to support this theory.

Any theory of bioelectric potentials should in the first place explain three basic groups of phenomena. These are: firstly, the appearance of a difference in potential due to the application of salt solutions to the surface of the cell ("salt potentials"); secondly, the appearance of difference in potential between the surface of the damaged and intact parts of the cell ("injury potentials", or "potentials of rest"); thirdly, the appearance of a difference in potential between the surfaces of the excited and resting parts of the cell ("potentials of excitation", or "action currents").

Salt Potentials

The explanation of salt potentials will form the basis of our theory of bioelectric phenomena.

Salt potentials were first described by Höber (1905). The basis of this phenomenon is that on contact of any part of the cell surface with a salt solution, a difference in potential may form at once on contact of this segment with its neighbor (Figure 109 C). If isomolar salt solutions are used, differing by the cation only (for example, chlorides of various metals) or by the anion only (for example, sodium salts of various acids) an ionic series may be obtained by arranging them according to their ability to bring about a state of negativity or positivity in the protoplasm, as compared with NaCl solution.

Höber obtained such series for cations and anions:

\[-K > Rb > NH_4 > Cs > Na > Li +

tartrate > SO_4 > HPO_4 > acetate > Cl > Br > I > NO_3 > CNS +\]

He tried to explain them by the relative toxicity of the ions. He assumed that they poisoned protoplasm, with resultant loosening of the membrane and development of negativity. However, on this basis NaCl would be more "toxic" than LiCl, NaBr, NaI and NaCNS, which is of course incorrect.
In addition, it would also have to be assumed that Na penetrated cells more readily than Li, and Cl more than Br and I. This would also contradict the basic assumptions of the membrane theories of biocurrents, according to which Cl and Na do not penetrate at all into cells.

In order to explain salt potentials, the theory of phase potentials of Nernst (1892) and his famous experiments (which are schematically illustrated in Figure 109A) are taken as a basic premise. A liquid immiscible with water, which we shall further call the phase, was poured on the bottom of a U-tube. Water, which is of a lesser specific weight, was poured onto the surface of this phase, in the right and the left arms of the tube. If electrolytes were dissolved in the water, then at the interphase a difference in potential was detected. Such potential changes occurred in both the right and the left arms of the tube.

This difference in potential was caused, according to Nernst, by the unequal solubility of electrolyte ions in the nonaqueous phase. If the solubility of the cations in the phase is larger than that of the anions, the cations will tend to pass into it in a larger quantity than their anion partners. Of course, a prevalence of cations over anions in the solutions, which can be analytically detected, does not occur, but the tendency to pass into the phase at a higher concentration will be expressed by an experimentally detectable difference in potential, with a negative electrical charge on the side of the aqueous solution.

Starting from these considerations, Nernst theoretically developed a formula determining the magnitude of electromotive force formed:

\[ E = \frac{RT}{F m_1} \ln \frac{K^+ y^+}{C^+} = - \frac{RT}{F m_2} \ln \frac{K^- y^-}{C^-} \]

where \( m_1 \) and \( m_2 \) are the valencies of the ions; \( K^+ \) and \( K^- \) are the distribution coefficients of the cations and anions between the two phases; \( C^+ \) and \( C^- \) are the concentrations of cations and anions in the aqueous phase; \( y^+ \) and \( y^- \) are the concentrations of the cations and anions in the nonaqueous phase.

Thus, for electrolytes with ions of the same valency, there is the formula:

\[ E = \frac{RT}{F m} \ln \frac{K^+ y^+}{C^+} ; \]

\[ E = \frac{RT}{F m} \ln \frac{K^- y^-}{C^-} . \]

Combining the right hand and left hand parts of these equations results in:

\[ E = \frac{RT}{2F m} \ln \frac{K^+ y^+ C^-}{K^- y^- C^+} , \]
and since in solutions, \( C^+ \) should be equal to \( C^- \) and \( y^+ = y^- \), then

\[
E = \frac{RT}{2Fm} \ln \frac{K^+}{K^-} ;
\]

for monovalent electrolytes

\[
E = \frac{RT}{2F} \ln \frac{K^+}{K^-} .
\]  

(1)

If now two different electrolyte solutions with a common anion and different cations are placed on two different sectors of the phase (Figure 109 A), the difference in potential in these two points (right and left arms of the tube) will be determined by the following formula:

\[
E = E_1 - E_2 = \frac{RT}{2F} \left( \ln \frac{K_1^{+}}{K_1^{-}} - \ln \frac{K_2^{+}}{K_2^{-}} \right) = \frac{RT}{2F} \ln \frac{K_1^{+}}{K_2^{+}}
\]

(2)

In other words, the magnitude of this potential difference is proportional to the logarithm of the ratio between distribution coefficients of the cations between water and the phase. Consequently, in the presence of the same anions the cations should give a series according to their degree of solubility in the phase. The more soluble ones will convey greater negativity to the surface.

As shown by experiment, different phases (for example, phenol, guaiacol, cresol, and others) give different series (Beutner, 1920). In our opinion, protoplasm is a coacervate system. Consequently, the role of the phase should be played by the solvate water of the coacervate. If this assumption is correct, we should obtain salt potentials at the surface of the coacervate arranged (in the presence of different cations) according to the degree of negativity, in series similar to the series of salt potentials on the surface of living protoplasm described by Höher.

In order to check this assumption, Troshin (1948 b) studied salt potentials on complex coacervates, which, according to Bungenberg de Jong (1932), Oparin (1941) and others, most closely resemble protoplasm. Such a
Coacervate was prepared by Troshin from gelatin and gum arabic, and a liquid was obtained immiscible with the equilibrium solution water, delineated from it by a sharp boundary. The coacervate was placed on the bottom of the vessel, and its surface brought into contact at two points, with an aqueous $\frac{N}{10}$ solution of two chlorides. The vessels into which the salt solutions were poured were connected by agar bridges with calomel electrodes (Figure 109B). The difference in potential, formed at the points of contact of the coacervate with the salt solutions, was determined by a mirror galvanometer, sodium chloride being always present in one of the vessels. Chlorides of various monovalent cations, in $\frac{N}{10}$ concentrations, gave a certain series of values of the potentials obtained (Table 29).

For comparison with the series obtained, $\frac{N}{10}$ solutions of the same chlorides were placed at two points on the surface of calf muscles of the frog, and the differences in potential were transmitted to the mirror galvanometer by calomel electrodes (Figure 109C).

Table 29

<table>
<thead>
<tr>
<th>$\frac{N}{10}$ solution</th>
<th>Differences in potentials (millivolts)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>on the coacervates</td>
</tr>
<tr>
<td>KCl</td>
<td>-18.7</td>
</tr>
<tr>
<td>RbCl</td>
<td>-16.6</td>
</tr>
<tr>
<td>NH$_4$Cl</td>
<td>-15.8</td>
</tr>
<tr>
<td>CsCl</td>
<td>-14.9</td>
</tr>
<tr>
<td>NaCl</td>
<td>0.0</td>
</tr>
<tr>
<td>LiCl</td>
<td>+10.7</td>
</tr>
</tbody>
</table>

It follows from Table 29 that cations of the chlorides formed at the surface of the complex, coacervate exactly the same series of negativity as on the surface of living muscles. Attention should be paid not only to the coincidence of the order of arrangement of the cations $-$KCl $>$ RbCl $>$ NH$_4$Cl $>$ CsCl $>$ NaCl $>$ LiCl$^+$, but also to the closeness of the absolute values of the potentials (only the potential of KCl on muscles is considerably higher than on the coacervate). This coincidence is the more remarkable since on contact with the equilibrium liquid of the coacervate, differences in potential were also formed, but they were of a considerably smaller absolute magnitude, giving another series in respect to the negativity: $-$CaCl $>$ RbCl $>$ KCl $>$ NH$_4$Cl $>$ NaCl $>$ LiCl$^+$, where the cations are arranged
according to mobility. In other words, a typical series of diffusion potentials was obtained. The same series was obtained with killed muscle.

All this confirms the hypothesis that the differences in potential arising from contact of salt solutions with living protoplasm are nothing but the phase potentials of Nernst, the role of the phase in relation to water being played by the coacervate, i.e. protoplasm.

Thus, the main causes of salt currents are the jumps in potential at the boundary between the phases, arising as a result of unequal solubility of the cation and anion in protoplasm. To this potential may be added another, the diffusion potential arising as a result of diffusion of the salt, which penetrated into the protoplasm along the fiber, the cation moving faster than the anion.

Previous studies on bioelectrical potentials have usually indicated that these diffusion potentials may be ignored because of their very small magnitudes, incomparable in value with the bioelectric ones. However, the possible role of diffusion potentials in the formation of the total salt electromotive force now needs to be revised, for the following reason.

Starting from the well-known formula of Henderson (1907) determining the value of the diffusion potential, it was shown theoretically and experimentally (Nasonov and Aleksandrov, 1934), that if two electrolytes (I and III) diffuse toward each other in a medium where still another electrolyte II is present, the total diffusion potential of the chain, electrolyte I-electrolyte II-electrolyte III will to a large extent depend on the concentration of the intermediate electrolyte II. The value of this electromotive force

\[ E = A \ln \frac{B}{C_{II}} \]

where A and B are constants and \( C_{II} \) the concentration of the intermediate electrolyte. This function has no limits; consequently by decreasing the concentration of the intermediate electrolyte \( C_{II} \), through the solution of which the two electrolytes I and III diffuse each toward the other, the diffusion potential of the chain may be increased at will.

The membrane theory postulates that the majority of substances in the cell are present in the form of an ordinary aqueous solution. If this were so, then indeed the intracellular diffusion potential should have been very small (of the order of magnitude of tenths of a millivolt). It has already been stated that very few free electrolytes exist in living protoplasm, therefore electrolytes penetrating the cell and diffusing toward each other may develop considerable diffusion potentials, the magnitude of which cannot be ignored. These two possible sources of electromotive force cannot yet be differentiated exactly, but it is assumed that they both participate in the formation of salt currents.

---

* The phase properties of living protoplasm explain very well the polarization of the latter on passage of direct current, and also its capacity properties.

** All that has been said on the role of diffusion potentials should be related to the above-mentioned experiments of Nernst with phase potentials (see Cremer, 1906).
Injury Potentials and Action Potentials

So-called injury potentials or resting currents will now be discussed. As already stated, they appear when a cut or partially injured part of the cell comes into contact with an intact surface by nonpolarizing (liquid) electrodes.

Figure 110B illustrates our concept of the cause of these potentials, in this figure an oblong cell cut in the right hand part (for example, a muscle fiber) is schematically described, the unshaded part representing the intact protoplasm. The shaded part is protoplasm injured as a result of cutting, or by any other method. Two liquid nonpolarizing electrodes filled with isotonic NaCl are attached to both discontinuous and intact surface. After injury, the protoplasm loses its phase properties, and the electrolytes bound to proteins (mainly potassium phosphates) are released and pass into solution. The diffusion potential at the boundary of the injured sector and the liquid electrode is very small, since diffusion takes place in a medium rich in electrolytes (of the order of 0.1 millivolt). This can therefore be ignored.

Since protoplasm is a coacervate phase, a considerable potential spike could justifiably be expected at the boundary between the injured and intact protoplasm, where the phase, poor in electrolytes, comes into contact with the solution of potassium phosphates. Another spike occurs at the surface of contact between the liquid electrode and the uninjured protoplasm, here bathed in a NaCl solution. Both potential spikes are directed with their positive sign inside the protoplasm and the negative to the outside. Consequently, the connecting electrodes register the resting current equal to the difference between these two spikes. Since under otherwise equal conditions, potassium and phosphates bring about a greater negativity of protoplasm than does NaCl, this difference in potential in the injured part will be negative.

Comparing Figure 110B with Figure 109, it will be seen that the injury current is, strictly speaking, a salt current because a solution of sodium chloride is applied to one region of protoplasm, and potassium phosphate, which appears in the form of a free solution at the instant of injury to the protoplasm, to the other. This phase potential should be augmented by a diffusion potential as soon as the free potassium phosphate which has entered the intact protoplasm begins to diffuse along the fiber. This potential should be of considerable magnitude, since here diffusion takes place inside the protoplasm, which is poor in free electrolytes.

* Chagovets (1909) at that time developed a theory according to which injury currents are a result of diffusion along the fiber of carbonic acid formed at the site of damage. His opponents maintained that the diffusion of carbonic acid should take place not only in the direction of the fiber but also in the opposite one, to the electrode, as a result of which the electromotive force will be equal to zero.

At that time it was accepted that all the electrolytes in protoplasm are dissolved and therefore the diffusion potential inside the cell should be equal to the potential directed to the electrode. But in fact this may not be so since protoplasm is now known to be poor in free electrolytes. That is why we consider Chagovets' ideas to be similar to ours.
FIGURE 110. Scheme illustrating (A) the membrane and (B) the phase theories of formation of injury potentials (according to Nasonov and Aleksandrov, 1944)

For explanation see text.

Data were previously given which show that after excitation or injury of protoplasm, bound electrolytes are released. This alone should cause the appearance of a considerable diffusion potential (with a negative sign in the excited section), since diffusion in the direction of resting protoplasm will occur in an electrolyte-poor medium.

It is also highly probable, although not proven, that the excited sector of the protoplasm loses its phase properties. Therefore, in the region of excitation, all conditions are present for the appearance of a phase potential. Thus we, as well as the supporters of the membrane theory, see features of great similarity in the phenomena of injury and excitation, and we consider the reasons for the appearance of action currents to be similar to those for resting currents.

The membrane theory of bioelectric potentials is now widely accepted by the majority of physiologists in the USSR and abroad. This theory will be briefly summarized. A comparative evaluation will then be given of a number of bioelectric phenomena in terms of the two theories, ours and that of the membrane concept.

The membrane theory in its classical form is based on the following assumptions: 1) all the electrolytes are present in the cell in the form of a free solution (Hill and Kupalov, 1930; Hill, 1935; Penn, 1935, and others); 2) the cells are surrounded by a semipermeable membrane; anions do not penetrate at all through this membrane, while only those cations penetrate whose diameter (together with the solvate layer) does not exceed the diameter of the potassium ion; 3) after damage or excitation the membranes become permeable to all ions.

Figure 110A illustrates Bernstein's membrane theory of injury currents (1912). The shaded part represents the cell content (protoplasm), being a free, aqueous solution of electrolytes, proteins and other substances. Only potassium, which is kept on the surface by nonpenetrating anions, giving the surface its positive charge, passes through the membrane pores. The areas shaded with dotted lines represent the nonpolarizing electrodes. The electrode connected to the site of the cut acts only as a conducting wire leading away the current. The diffusion potential arising here is relatively very small and it can be ignored. The membrane of the injured or excited sector loses its impermeability to ions, and the sector itself becomes electronegative in relation to the intact surface.

Common to both ours and Bernstein's theories is the fact that in both cases the appearance of electrical potentials in protoplasm is considered to be due to the presence of different ionic concentrations. However, to explain potentials of the order of tens of millivolts, Bernstein quotes the theory of membrane potentials, while we use the theory of phase potentials.

Careful comparison of the two schemes (Figure 110) discloses some basic differences. In the first place, the membrane theory assumes a 187 difference in potential formed in the resting cell. Connecting the
According to our theory, the electromotive force arises only at the moment of injury or excitation, when the electrodes are released from their linkage with the protein substrate. In this respect our theory resembles the alteration theory of Hermann (1885), who assumed that at the site of alteration a rise in potential is due to chemical processes not clear to the author, but arising as a result of damage.

Another difference between the two theories is in the determination of the site of the potential spike. From the point of view of the membrane concept, this site is the membrane of the uninjured part of the cell. We, on the other hand, assume that the resulting electromotive force is the difference between the two spikes in potentials— at the boundary between the injured and intact sectors, and at the site of contact between the liquid electrode and the uninjured surface. This also differentiates our concept from that of Hermann, according to whom the spike of potential should occur only at the demarcation border.

Thus, in our opinion, the magnitude of injury potential is first of all determined by the electrolyte composition of the cellular fluid obtained on killing the protoplasm. This fluid, surrounding the intact protoplasm at the site of injury, gives it a negative charge.

**Table 30**

<table>
<thead>
<tr>
<th>Time passed after immersion of the muscle in the mince</th>
<th>Potential (millivolts)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 hr 0 min</td>
<td>18.9</td>
</tr>
<tr>
<td>0&quot; 25 &quot;</td>
<td>28.1</td>
</tr>
<tr>
<td>0&quot; 50 &quot;</td>
<td>28.4</td>
</tr>
<tr>
<td>1&quot; 20 &quot;</td>
<td>33.2</td>
</tr>
<tr>
<td>1&quot; 30 &quot;</td>
<td>33.9</td>
</tr>
</tbody>
</table>

One hour and 35 minutes later a cut was made and the injury potential measured, 39.2

What electrolytes are present in this fluid? According to Fenn (1936), 83 out of 130 cation equivalents in the muscle fluid of the frog are attributed to potassium, and potassium is one of the cations most active in giving protoplasm a negative charge. Among these is the hydrogen ion, which is present at a higher or lower concentration in the cell fluid. From 82.6 anion equivalents of the muscle sap, 33.2
are phosphates, and these anions also belong to the negative charge range of the series discussed by us.

The fact that the muscle sap in contact with the intact surface can really cause a potential similar to the injury potential, is shown by the following experiment (Nasonov and Aleksandrov, 1944). A calf muscle of a frog was thoroughly minced and another muscle was immersed for one third of its length into this mince. The difference in potentials between the immersed part and the external surface was measured (Figure 111).

It follows from Table 30 that at first the difference in potentials increases slowly. This can be explained by the slow diffusion of cell fluid into the muscle. After 1½ hours it was measured as 34 millivolts. The muscle was then cut at the level of its immersion in the mince and the injury current measured. This was 38.2 millivolt. In other words, the potential between muscle and muscle mince almost reached the magnitude of injury current.

These are the general outlines of the phase and membrane theories. A number of phenomena may be explained by both theories. However, many data have recently accumulated which cannot be satisfactorily interpreted from the membrane theory aspect, but are well explained by our theory. In the following chapter these facts will be analyzed.

Chapter 2. Arguments in Favor of the Phase Theory

Site of the Potential Spike Occurring after Injury to the Protoplasm

According to the membrane theory, the potential spike noted in cells is localized in the uninjured part of the membrane between its inner and outer surfaces. Bringing about a contact between the uninjured surface of the cell and the site of injury by electrodes seems to connect the outer surface of the membrane with the inner one. At the site of injury proper, considerable potentials cannot arise, since the membrane theory considers the cell content to be a simple aqueous solution.

According to the phase theory, the difference in potentials observed in the damaged cell is composed of two spikes: one at the intact surface, as a result of unequal solubility in the protoplasm of Na and Cl from the surrounding liquid, and the other at the boundary between the injured and the uninjured cell parts, as a result of unequal solubility in protoplasm of cations and anions of released electrolytes. In addition, there are reasons to believe that these potentials are also augmented by a diffusion potential, arising as a result of an unequal diffusion rate of released cations and anions inside protoplasm.

As a confirmation of the validity of the membrane theory, the old experiments of Hermann (1871) are sometimes cited, showing that temperature does not affect the injury current of a cross section of muscle, whereas heating or cooling the uninjured part causes a considerable change in magnitude of the potential.

Similar experiments by Verzar (1911) on nerve tissues contradict these observations. He showed that temperature also affects the resting current when applied to injured and uninjured segments. However, the
author, together with Bernstein, cites the membrane theory in showing that in nerve fibers the nodes of Ranvier play the role of cross membranes dividing the nerve fiber into separate segments. Later, Pauli and Matula (1916) repeated Hermann's experiment in a very thorough study on frog muscles. They came to the conclusion that here, exactly as in the nerve, the magnitude of resting current changed considerably on heating both injured and uninjured parts. In addition, these authors succeeded in revealing Hermann's source of error. Bernstein (1918, 1917) attempted to dispute on this point with Pauli and Matula but could not master any convincing proof against their data.

Thus, data on the effect of temperature on resting currents effectively negate the membrane theory, but are nicely explained by the phase theory, insofar as the thermal effect is seen both on the injured and intact segments of tissue. The experiments of Krouse and Burge (1936) also localize the spikes of potentials to the region of injury. These authors cancelled the negativity of a cross section of frog calf muscle by placing a drop of CaCl₂ solution on the wound. Subsequent application of H₃PO₄ or Na₃HPO₄ restored the difference in potential. The authors presumed that the reason for appearance of electromotive force was the anion of phosphoric acid released during excitation or injury, following decomposition of creatine phosphate and adenyl pyrophosphate. Calcium chloride precipitates phosphates and, according to the authors, by doing so removes the cause of negativity of the injured sector. This concept resembles ours, and no matter what interpretation is given to these interesting experiments, it must be admitted that they clearly contradict the membrane theory, according to which the site of the cut is only a conductor leading away the current, while the electromotive force is localized at the surface of the uninjured membrane.

Steinbach (1933), using Pecten muscles, showed that application of different electrolytes to the injured part of the cell affects the resting current much more than the same treatment when applied to the uninjured surface. This also contradicts the membrane theory.

It has been known for a long time that on washing any part of the muscle or nerve surface with dilute Ringer's solution or distilled water, this part becomes electropositive in relation to the intact part. This fact cannot be explained by the membrane theory, which is based on complete impermeability of the membrane to Na and Cl. Indeed, if sodium does not penetrate the membrane, then changing its concentration at any point of the surface should not affect the magnitude of the potential, excluding those cases where the change is so extensive that it loosens or damages the membrane. Only in the latter circumstances could this sector be expected to become negative. However, dilute Ringer's solutions turn the surface positive (Öker-Blom, 1901; Sugi, 1935; Fenn, 1931). These data were also confirmed by our experiments. We maintain that the electromotive force of the injury current consists of two spikes of potential, at the cut and at the intact surface. The latter is due to the greater solubility of sodium in protoplasm as compared with Cl. Consequently, NaCl turns the cell surface negative (Figure 110B), and its removal from the solution should do the reverse. Somewhat sceptically, Fenn concludes (regarding the possibility of explaining these facts by the membrane theory:) "In my

* Nowadays this viewpoint would be totally unacceptable.
case these positive water potentials were not sufficiently considered in the past. If they really mean elimination of the sodium potentials (with negativity on the outside) then this will force us to seriously change the existing theories" (Fenn, 1936, p.466). Such an admission coming from an ardent supporter of the membrane theory really indicates that this theory is undergoing a serious crisis.

Increase in the "Lowered Injury Potential" on Renewal of the Cut

It has been known for a long time that after injury the resting current decreases with time. This phenomenon was studied in detail and in various tissues by Engelmann (1877). The author showed that in certain cases, on infliction of a new cut at a small distance from the old one, a spike is seen in the lowered potential. Bernstein (1912) attempted to use these experiments to confirm the localization of the spike of potential in the membrane. According to the membrane theory, the fall in potential after traumatization may have occurred either as a result of gradual dying of the entire cell, accompanied by an increase in permeability of all sectors of its membrane, or as a result of gradual exit of protoplasm electrolytes through the point of injury to the cell. In both cases, renewal of the wound should have given no effect.

A third possibility may be assumed, namely, regeneration of the membrane at the site of the cut. This process should also cause gradual decrease in the potential difference, but then on renewal of the wound an increase may be rightly expected in this difference. In addition, on renewal of the damage, increase in lowered potential may arise where the resting current is eliminated, not from one cell but from a series of cellular elements following each other.

According to the phase theory the cause of the electromotive force is the amount of free electrolytes released at the site of trauma. These electrolytes gradually diffuse into the surrounding Ringer's solution and intercellular space, and are replaced by sodium chloride. In our opinion, this is the reason for the fall in potential over a period of time. On renewal of the wound, a new portion of electrolytes is released, due to which the difference in potentials again increases.

Studying various tissues, Engelmann observed that with time the potentials of injury in nerve and heart muscle decreased rapidly and that they showed a marked increase after another wound. In skeletal muscles, however, under the same circumstances the injury currents showed a slight increase, which decreased comparatively slowly with time. Following Engelmann, Bernstein explained this difference by the fact that the nerve fiber consists of segments 0.5 mm long, divided by nodes of Ranvier. According to Bernstein, each such segment behaved as a functionally independent cell and therefore the damage inflicted upon the nerve did not spread beyond the first node of Ranvier. Subsequently, the nerve died simultaneously along its entire length. In the heart muscle the role of separate but consecutive cells is played by the segments between the so-called inserted, or intermediate plates. The muscle fiber may thus be considered as one cell. Damage inflicted on muscle spreads along the fiber.
to its very end. Here the current falls gradually and is never reinforced on renewal of damage.

At first sight, all the facts would seem to be well explained by the membrane theory. Nevertheless, hardly anyone now will seriously maintain that the segment of the axon between two nodes of Ranvier may be considered as a separate cell. The same may also be said of the segments of the fibers of heart muscle. More than that, Bernstein himself, in a footnote to his book (in small type, page 107) remarks that in the olfactory nerve—in which there are no nodes of Ranvier— instantaneous restoration of the potential, lowered with time after renewal of the wound, is observed. In order to integrate this fact with the requirements of the membrane theory, further studies are necessary, in the author's opinion.

Concerning skeletal muscles, Bernstein allowed himself an inaccuracy in quoting Engelmann's data, ascribing to him the statement that in this tissue, renewal of the wound never caused an increase in the resting current. However, from the reports given by Engelmann (1877), it is clearly evident that on renewal after a short time period (1 hour), an increase in potential was not observed. Such an increase is undoubtedly observed after 24 hours and is very weak after 48 hours. According to the membrane theory, however, this should not take place at all in muscles.

In view of the fact that all data connected with the localization of the increase in potential are of paramount importance for the applicability of this or another theory, a large series of experiments was conducted by us.

First of all, by the method of in situ microscopic observation, and also by the use of "time-stop" photomicrography, the process of decomposition of muscle fibers was studied in detail under different conditions, using skeletal muscles of the frog (Nasonov and Rozental', 1947; S.N. Aleksandrov, 1948a, 1948b, 1949; Raevskaya, 1948; Gramenitskii, 1949; Aleksandrov and Leushina, 1953; Leushina and Aleksandrov, 1953), muscles of insect appendages (Nasonov and Rozental', 1947) and muscles from the abdomen of fresh-water crayfish (Gramenitskii, 1949).

In agreement with the previous data of Engelmann (1877), a fundamental difference was observed between the processes taking place at the site of the cut skeletal muscle fibers and fibers of the heart muscle and nerve. In the former, the boundary of the damaged protoplasm was never localized at the same point. The zone of damage spread gradually along the fiber, involving new segments of undamaged protoplasm all the time (Figure 112) as if the dying protoplasm itself were a cause of death of adjacent healthy segments.

According to Raevskaya, the initial speed of irradiation of injury along muscle fibers in frogs is 0.48 mm per hour. According to Gramenitskii this speed is 0.65 mm per hour in the flexor muscles of the tail of the fresh-water crayfish.

The most important fact is that the process of irradiation of damage in skeletal muscles absolutely excludes the possibility of regeneration of the boundary membrane, first because there is no sharp border between the injured and intact protoplasm, and secondly, because the whole zone of injury moves constantly along the fiber. Consequently, there is no opportunity for the boundary membrane to be repaired.

* [This probably means: continuous photomicrography, where the time element can be determined from the reel].
Quite a different result is obtained on cutting heart muscle fibers. In our laboratory, Gramenitskii studied a live preparation of frog heart. Separate muscle fibers of the auricle were cut, followed by microscopic observations for 24 hours and "time-stop" photomicrography of the pulsating heart. Immediately after cutting, a swelling formed at the end of the fiber. This refracted light intensely and stained with vital stains, from which a zone of turbidity spread for a small distance, gradually passing into normal protoplasm. The dimensions of the whole damaged segment were approximately 180 μ. Measurements performed after 24 hours on each separate fiber gave exactly the same number as those obtained immediately after cutting. Consequently, no irradiation of damage took place here.

![FIGURE 112. Decomposition of cut pectoral muscles in frog, in Ringer’s solution (according to Reevskaya, 1948)](image)

A—30 minutes after cutting; zone of nodular contractions at edge of cut comprises 0.18 mm. B—same muscle 60 minutes after cutting; zone of decomposition (in the form of nodular contractions) comprises 0.41 mm; decomposition in different fibers progresses at different levels.

In our laboratory a similar picture was also observed by Romanova, using dark field illumination of an isolated nerve fiber of a nerve-muscle preparation of the frog. The intactness of the fiber was previously checked by its ability to conduct impulses. An axon of an undamaged fiber is optically empty in the dark field. Immediately after cutting, the injured part became luminous, and subsequently, in the direction away from the site of the cut, luminous grains appeared, the number of which gradually increased. This process, however, was rapidly halted, and in spite of the data of Engelmann (1877), not necessarily at the boundary of the node of Ranvier. Subsequently, there was no irradiation of damage and the preparation gradually died along its entire length. The same results were obtained in studying nerve preparations stained with methylene blue.

This is the morphological picture of damage on cutting fibers of heart muscle and nerve. These tissues differ from skeletal muscle by the lack of
irradiation of damage. Correspondingly, there are two different types of curves for changes in injury potentials in relation to time.

**FIGURE 113.** Decrease in injury potential and the effect of renewal of cuts on (1) the sartorius muscle, (2) the sciatic nerve and (3) heart muscle of the frog (according to Nasonov and Aleksandrov, 1944). Times of the renewal of cuts are designated by arrows.

Here injury spread along the fiber, causing continuous release of new groups of electrolytes. That is why, in spite of constant exit of electrolytes, the decrease in potential took place relatively slowly.

**Different Rates of Decrease in Injury Potential in Ringer’s Solution and in the Moist Chamber**

If the true reason for the decrease in injury potential was really the exit of salts from the wound, then it might be expected that in the nerve, a faster decrease would occur in Ringer’s solution than in the moist chamber. The experiment confirmed this assumption.

**FIGURE 114** shows that in Ringer’s solution, after one hour and 35 minutes, the difference in potentials decreased to zero, while in the moist chamber the nerve clearly showed this phenomenon after only 17 hours. At the same time, in both cases the nerve remained alive, as is shown on renewal of the wound.

However, these experiments can be criticized by claiming that the conditions of nerve in Ringer’s solution differ from those in the moist chamber, and that these differences, for reasons still unknown, affect the rate of decrease in potential. In similar experiments performed with muscles, this objection was eliminated in the following manner (Nasonov and Aleksandrov, 1950). The wide ends of twin sartorius muscles of the frog were cut off, and the differences in potential between the injured and intact parts (first cut) were measured at once. Both muscles were suspended in a vessel with Ringer’s solution in such a manner that one of them touched the liquid with its cut end, allowing the constant exit of salts from the site of the cut. The twin muscle, as seen from **Figure 115**, was suspended alongside at a distance of 2 mm from the surface of Ringer’s solution.
After 3 hours, the differences in potentials (which decreased during that time) were again measured.

**FIGURE 114.** Decrease in injury potentials of the sciatic nerve of the frog in (1) moist chamber and (2) in Ringer's solution (according to Nasonov and Aleksandrov, 1944). Legend as in Figure 113.

**FIGURE 115.** Experimental method of measuring injury potentials in muscles (according to Nasonov and Aleksandrov, 1950)

- a—wound surface of muscle in contact with Ringer's solution;
- b—muscle not in contact with Ringer's solution.

### Table 31

<table>
<thead>
<tr>
<th>Muscle no.</th>
<th>Potential of the 1st cut</th>
<th>% of drop</th>
<th>Potential of 2nd cut</th>
<th>% increase</th>
<th>Potential of 2nd cut (% of initial)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>39.0</td>
<td>29.5</td>
<td>32.5</td>
<td>+ 10</td>
<td>83</td>
</tr>
<tr>
<td>2</td>
<td>40.5</td>
<td>18.5</td>
<td>30.0</td>
<td>+ 62</td>
<td>74</td>
</tr>
<tr>
<td>3</td>
<td>48.0</td>
<td>37.0</td>
<td>38.0</td>
<td>+ 27</td>
<td>79</td>
</tr>
<tr>
<td>4</td>
<td>37.0</td>
<td>18.5</td>
<td>31.5</td>
<td>+ 70</td>
<td>88</td>
</tr>
<tr>
<td>5</td>
<td>27.0</td>
<td>13.0</td>
<td>37.5</td>
<td>+ 188</td>
<td>139</td>
</tr>
<tr>
<td>6</td>
<td>51.0</td>
<td>24.5</td>
<td>37.5</td>
<td>+ 53</td>
<td>74</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Muscles no.</th>
<th>% of drop</th>
<th>% of drop</th>
<th>% of drop</th>
<th>% of drop</th>
<th>% of drop</th>
</tr>
</thead>
<tbody>
<tr>
<td>Washed slices</td>
<td>+ 88</td>
<td>89</td>
<td>Average</td>
<td>- 26</td>
<td>+ 9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Muscle no.</th>
<th>Potential of the 1st cut</th>
<th>% of drop</th>
<th>Potential of 2nd cut</th>
<th>% increase</th>
<th>Potential of 2nd cut (% of initial)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>36.0</td>
<td>27.0</td>
<td>- 25</td>
<td>30.0</td>
<td>+ 11 83</td>
</tr>
<tr>
<td>2</td>
<td>53.0</td>
<td>34.0</td>
<td>- 36</td>
<td>36.0</td>
<td>+ 6 68</td>
</tr>
<tr>
<td>3</td>
<td>43.5</td>
<td>29.0</td>
<td>- 33</td>
<td>32.5</td>
<td>+ 10 75</td>
</tr>
<tr>
<td>4</td>
<td>49.0</td>
<td>38.5</td>
<td>- 21</td>
<td>41.5</td>
<td>+ 8 85</td>
</tr>
<tr>
<td>5</td>
<td>45.0</td>
<td>34.5</td>
<td>- 24</td>
<td>40.0</td>
<td>+ 16 88</td>
</tr>
<tr>
<td>6</td>
<td>53.0</td>
<td>42.5</td>
<td>- 20</td>
<td>43.5</td>
<td>+ 2 82</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Unwashed slices</th>
<th>% of drop</th>
<th>% of drop</th>
<th>% of drop</th>
<th>% of drop</th>
<th>% of drop</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>- 45</td>
<td>+ 88</td>
<td>89</td>
<td>Average</td>
<td>- 26</td>
</tr>
</tbody>
</table>
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It follows from the data in Table 31, that the difference in potential in the muscles which were in contact with the liquid decreased by an average of 45%, while in those not in contact with the liquid—only by 25%. Subsequently, a new cut was made 3 mm distant from the old wound. A very clear-cut result was obtained: in the muscles touching the liquid, the difference in potentials increased on the average by 68%, as compared with the previous measurement. In muscles not touching the solution, a very small increase was observed—9%. As a result, after the second cut similar differences in potentials were obtained in both cases (80% and 80%).

Thus, the difference in magnitude of effects of renewal obtained in these two variations depended mainly on the extent of the decrease in the difference in potentials during the time preceding the renewal of the wound. These experiments seem to confirm the assumption that the main reason for the appearance of bioelectrical potentials were the electrolytes released at the site of injury or excitation.

However, on the basis of these considerations the question may arise: why, after all, is a fall in potential seen in skeletal muscles? If irradiation of damage secures continuous release of new portions of electrolytes, then it could be rightly expected that a certain constant level of the potential might be established. The magnitude of this level should be determined by the constant concentration of electrolytes at the demarcation border, as a result of equilibrium between the processes of their entry and exit. However, this would be so only under the condition that the rate of spread of damage remained strictly the same. On slowing down of irradiation, the difference in potentials should decrease, and vice versa. Raevskaya (1948), studied in detail the rates of spread of damage under different conditions. It was observed that immediately after cutting, this rate was quite high and might even have increased during the first few minutes. Subsequently, however, slowing down of irradiation was observed, continuing for 3 to 4 hours after traumatization (Figure 116). In muscles, a constant suppression of irradiation thus occurred, as a result of which the injury potential should have slowly decreased. Renewal of the wound again accelerated the process, causing a spike in the potential.

Thus, all the data cited in the present chapter unconditionally confirm the localization of the potential of injury, not only on the intact surface of the cell but also at the site of the cut itself. Experiments on the effect of temperature, the positive potential from water, the effect of application of electrolytes to the cut, and finally, the data on strengthening the lowered potential upon renewal of the cut, support this hypothesis. It may be considered an established fact that, in spite of Bernstein's statements, a sharp increase in potential occurs on renewal of the wound, not only in nerves and heart muscle but also in skeletal muscles. The constant irradiation of damage along the fibers in the latter excludes the possibility of regeneration of a new membrane, i.e., the possibility of explaining this phenomenon from the point of view of the membrane theory.
The question of latent periods with resting currents played an important role in the debate on the nature of injury potentials in cells. If the difference in potentials in cells is localized only at the undamaged surface, it should be detected immediately after injury to any part of the membrane. If, however, the electromotive force arises after injury at the site of a wound, a certain lapse of time may be necessary for its development. The studies of Hermann (1877), Garten (1901, 1904), Bernstein and Tschermak (1904) were devoted to this problem. However, Bernstein and Tschermak themselves stated that their studies lacked sufficient data to solve the problem of preexistence of potentials. Indeed, one cannot disagree with Bernstein (1905), that the impossibility of detecting the latent period by existing methods still does not prove the preexistence of potentials, since the rate of their appearance after injury may be of the order of speeds of molecular reactions. At the same time, Garten (1904), described a gradual increase in potential lasting up to 5 msec, which could be explained, according to the membrane theory, by the influence of gradual pressure of the edge of the cutting instrument on the living cell. In any case, these studies proved that the potential of injury arises at a speed of only fractions of a millisecond.

In addition to the instantaneous rise in potential on traumatization, as described above, a relatively slow increase in injury currents was subsequently observed in muscles. This reached a maximum after infliction of the wound, followed by a decrease in potential, characteristic for all tissues. This phenomenon was first described by Pauli and Matula (1916) and later by Sugi (1935), who evidently did not know of the work of the former authors, since he did not refer to them. Pauli and Matula observed an increase in injury currents in the sartorius muscle of the frog inside a moist chamber, lasting from 15-20 minutes to 1 hour. In liquid paraffin this increase lasted 30 minutes, reaching 20% of the initial value. In Sugi's experiments with the same tissue, the maximal increase was observed 10 seconds to several minutes after cutting, this period being prolonged if the muscle was not sufficiently fresh.

The phenomenon of increased potential in the sartorius muscle of the frog was studied in detail by Nasonov and Aleksandrov (1944, p. 19). The experiments were performed in January and February on winter frogs kept at 10° C-13° C. Altogether, more than 50 muscles were examined. They all showed an initial increase in electromotive force, subsequently replaced by a slow decrease.

From analysis of the data of Nasonov and Aleksandrov (1944, p. 21), it is evident that the average value of increase in potential in 80 experiments was 4.8 m/volts, while the average time necessary to reach the maximum was 7.8 minutes. However, these values were not very convincing since in isolated cases considerable deviations were observed and the course of the curves was very erratic. The maximum increase of voltage was 14.3 millivolt, sometimes attained after 30 minutes, the increase in potential comprising 44% of the initial value. Experiments performed on frog calf muscles gave similar results, but here the value of the maxima was less than in the previous case. In order to check whether the observed increase in potentials was associated with changes in the electrode wires, experiments were performed in which the surface of the cut muscle was brought
into direct contact with Ringer's solution. The result was exactly the same.

Thus, the increase in injury potential on cutting tissue (reaching 44% of the initial one) is beyond doubt.

How can this be explained by the membrane theory?

If, as required by the membrane theory, the electromotive force is really localized only at the intact surface of the membrane, this phenomenon might be explained by assuming that due to cutting at the end of the muscle the permeability of the entire membrane is instantaneously increased and subsequently begins to decrease back to normal. In order to check this point, the following series of experiments was performed.

The tip of the sartorius muscle of a frog was cut off, and electrode wires were placed firstly on the wound (Figure 117 A, 1) and secondly in the middle of the uninjured surface (Figure 117 A, 2). The muscles were kept in a moist chamber, and as usual, the difference in potential was measured every 1-3 minutes. The time interval between cutting and first measurement was reduced to 25-30 seconds. The electromotive force curve rose at the beginning and after reaching a maximum value, subsequently began to decrease. At that moment, the opposite tip of the muscle was cut off without moving the electrodes 1 and 2 and it was attached to the wire of electrode 3. Electrodes 1-3 were connected by a bridge which subsequently enabled measurements to be made of the difference in potentials between the common point of the uninjured surface (electrode 2), and two cuts made at different times. Figure 117 A shows that the injury potential of the first cut (a) increased from 37 to 42.8 millivolts, after which it began to decrease rapidly. At that moment a second cut was made at the opposite end, the potential of which (b) increased simultaneously with the continuing drop in the first one, in spite of the fact that in both curves the electrode of the uninjured sector was the same common one. A similar picture is seen in Figure 117 B.

It is self-evident that in this common sector there could not have occurred a simultaneous increase and decrease in the permeability of the membrane of the intact surface, as would have to be assumed on the basis of the membrane theory. The increase and decrease in potentials at opposite ends of the muscle cannot be explained by diffusion phenomena in the aqueous medium, because the increases in electromotive force were too great (up to 14 millivolt) for the diffusion potentials in an aqueous solution rich in electrolytes. The possibility of explaining these phenomena as a result of changing resistance in the two opposite sectors of the muscle must be rejected, since the measurements in these sectors were performed by the compensation method. We cannot imagine any possible explanation of these experiments by the membrane theory without using artificial conjectures.

In our opinion the value of the muscle potential at any moment should depend on two factors. First, on irradiation of injury, when new portions of electrolytes are released all the time, a fact which should raise the curve of potential. Second, on the constant exit of electrolytes from the region of the cut, which causes a fall in this curve. As a result of interaction of these factors, a curve of any shape may be obtained. As already stated, according to Raevskaya, the rate of spread of damage along the fiber was uneven; at the very beginning it increased for a short time, after which it decreased (Figure 116).
FIGURE 117. Change in injury potentials of two opposite ends (a and b) of the sartorius muscle of a frog; in two different experiments (A and B) (according to Nasonov and Aleksandrov, 1944)

c—diagram of the experiment.

If the maximum potential really depended on the uneven course of the process of irradiation of injury and degeneration of living protoplasm, then in the nerve fiber, where this process ceased very rapidly in the region of the cut, the maximum, which was so characteristic for muscles, could also not be detected. Experiments performed by the same method as with muscles confirmed this assumption (Figure 118).

Thus, increase in injury potential in muscles after inflicting a cut is not explicable by the membrane theory, but is easily understood if the appearance of the potential is shown to be due to electrolytes released by protoplasm in the region of the cut.

Relationship between the Method of Cutting and the Magnitude of Injury Potential

The magnitude and stability of injury potentials depend on the method of inflicting the cut. The potentials obtained were more stable if the end of the nerve where the cut was performed was crushed, pressed or killed by a solution of KCl. With a simple cut by a sharp razor or scissors, the difference in potential was lower, and disappeared rapidly. This cannot be understood according to the membrane theory, since according to it the site of the cut is only an electrode leading away the current, recording the preformed difference in potentials between the external and internal parts of the undamaged membrane. However, according to the phase theory this should really be so, because the injury potential is determined by the fraction of free electrolytes released from damaged protoplasm. Therefore the magnitude and stability of the potential should depend both on the extent of damage and on the dimensions of the damaged sector. In this respect the work of Makarov (1949), who determined the relationship between injury currents and speed of infliction of the cut, is of great interest. He constructed an instrument with which, by lowering a sharp razor, it was possible to vary the time of dissection of the frog nerve (nerve-muscle preparation) from 28 to 150 msec.

Table 32, compiled according to his data, shows that the magnitude of injury potential is inversely proportional to the speed of cutting. The more slowly the edge of the razor passes through the nerve, the larger will be the sector of adjacent tissue damaged, and vice versa. This can be compared with the effect of a rapidly flying bullet which passes through glass,
leaving only a small hole, while the adjacent sectors of the glass may remain completely undamaged. However, the same bullet when moving at a lower velocity will completely break the whole glass.

It is interesting that in Makarov’s experiments, rapid cuttings of the nerve (30-40 μ sec) caused no contraction of muscle, because under these conditions a spreading impulse did not arise. Obviously the magnitude of injury current was below the threshold of excitation, spreading without decrement. The results of Makarov’s experiments are in agreement with the phase theory but not with the membrane theory.

![Diagram](image)

**FIGURE 118. Examples of change in magnitude of injury potential in sciatic nerves of a frog (1-4)** (according to Nasonov and Aleksandrov, 1944)

Injury Potential Exceeded by Action Potential

If the difference in potential between the cell content and its external surface is indeed predetermined by the concentrations of electrolytes dissolved in its protoplasm, as postulated by the membrane theory, then the maximum value of this difference will be obtained when the cut surface of the cell is connected with the uninjured one by nonpolarizing electrodes. Thus action currents can under no circumstances be greater than resting currents. This hypothesis, an absolute corollary of the membrane theory, was formulated for the first time by Bernstein himself: "As a consequence of this theory one would have to assume that the maximal limit of negative fluctuation should be the membrane potential, and it should not acquire the opposite charge upon excitation*".

Bernstein stated that while working with muscles, he never observed the action current to exceed the magnitude of resting current. Burdon-Sanderson and Gotch (1891) nevertheless obtained an action current of 100 millivolts on the muscle, while the maximal resting current did not exceed 80 millivolts. However, the authors did not determine these two values simultaneously. According to Bernstein, it is possible that in these studies the resting current decreased rapidly and at the time of measurement was no longer maximal. Bernstein himself observed that in nerves the negative fluctuation upon excitation can considerably exceed the injury current. However, the author explains this fact by division of the nerve fiber, at the points of the nodes of Ranvier, into a number of segments, as a result of which the magnitude of injury potential may, from the very beginning, be lower than that of the current of action.

* "Eine Konsequenz dieser Theorie würde nun sein, dass die negative Schwankung eine maximale Grenze erreichen müsste, welche durch die Stärke des Membranpotentials gegeben wäre, und dieses bei der Reizung sich nicht umkehren könnte" (Bernstein, 1912, s. 105).
Relationship between the magnitude of injury potentials of a frog nerve, and the speed of cross-section of the nerve (according to Makarov, 1949)

<table>
<thead>
<tr>
<th>Time of cross-section of the nerve (in seconds)</th>
<th>Current of injury (millivolts)</th>
<th>Appearance of transmitted excitation (contraction of muscle)</th>
</tr>
</thead>
<tbody>
<tr>
<td>33</td>
<td>8.6</td>
<td>-</td>
</tr>
<tr>
<td>38</td>
<td>6.1</td>
<td>-</td>
</tr>
<tr>
<td>44</td>
<td>14.2</td>
<td>-</td>
</tr>
<tr>
<td>100</td>
<td>19.0</td>
<td>+</td>
</tr>
<tr>
<td>150</td>
<td>30.0</td>
<td>+</td>
</tr>
</tbody>
</table>

Note: In those cases where Makarov cites several experiments, arithmetic means of his results are given in the present table.

This concept, supported in the last century by Engelmann and others, should now be considered as arbitrary and unfounded. The obvious incompatibility of facts with requirements of the membrane theory was already known in the last century and caused considerable problems to the formulator of the theory himself—Bernstein (1912). Later, however, these inconsistencies were somehow forgotten, and 27 years later, after Hodgkin and Huxley (1939), by using a new tissue, the giant isolated nerve fiber of Loligo (squid), reproduced the data of Burdon-Sanderson and Cottc (1891), these inconsistencies were again stated so clearly that the old explanations were no longer valid. First, this tissue has no nodes of Ranvier since the nerve is nonmedullated. Further, one of the recording electrodes was introduced inside the nerve fiber, while the other was placed externally on the undamaged surface, thus, according to the authors, enabling direct measurement of the transmembrane increase in potential, which was 50 millivolts*. On passage of the impulse and the assumed complete depolarization of the membrane, it might have been expected that this difference in potential became zero. In reality, however, the pointer of the galvanometer not only reached zero, but deflected to the opposite side, since the excited region was more negative than the site of the cut by 45 millivolts.

This study, performed with great experimental virtuosity, and faultlessness in its methodology, astounded physiologists. The membrane theory was subjected to critical review (Rubinshtein, 1949a, 1949b). A number of papers appeared in which action currents and resting currents were compared, using various tissues. Table 33 gives the results of these studies.

*In reality the authors, by introducing an electrode inside the fiber, could not help causing mechanical damage to the protoplasm, thus eliminating the ordinary injury potential. The possibility of short-circuiting through the intercellular spaces was excluded in these experiments.
medullated nerves exceeds the resting current 1.6-2.0 times; in skeletal and heart muscles and in Purkinje's fibers of the heart it was exceeded 1.3-1.4 times.

Table 33
Magnitude of action and resting potential of various tissues,
(according to Troshin, 1956)

<table>
<thead>
<tr>
<th>Animal</th>
<th>Tissue</th>
<th>Current (millivolts)</th>
<th>Ratio between current of action and current of rest</th>
<th>Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loligo forbesi</td>
<td>Nonmedullated nerve</td>
<td>50</td>
<td>90</td>
<td>1.8</td>
</tr>
<tr>
<td></td>
<td>The same</td>
<td>48</td>
<td>88</td>
<td>1.8</td>
</tr>
<tr>
<td>L. pealii</td>
<td>&quot;</td>
<td>51</td>
<td>104</td>
<td>2.0</td>
</tr>
<tr>
<td>Sepia officinalis</td>
<td>&quot;</td>
<td>82</td>
<td>120</td>
<td>2.0</td>
</tr>
<tr>
<td>Homarus vulgaris</td>
<td>&quot;</td>
<td>82</td>
<td>106</td>
<td>1.7</td>
</tr>
<tr>
<td>Carcimus maenas</td>
<td>&quot;</td>
<td>71-96</td>
<td>116-153</td>
<td>1.6</td>
</tr>
<tr>
<td>Rana esculenta</td>
<td>Sciatic nerve</td>
<td>71</td>
<td>116</td>
<td>1.6</td>
</tr>
<tr>
<td>R. temporaria</td>
<td>Skeletal muscle</td>
<td>88</td>
<td>119</td>
<td>1.4</td>
</tr>
<tr>
<td>R. pipiens</td>
<td>Heart muscle</td>
<td>50-90</td>
<td>65-115</td>
<td>1.3</td>
</tr>
<tr>
<td>Canis familiaris</td>
<td>Purkinje's fibers</td>
<td>90</td>
<td>121</td>
<td>1.3</td>
</tr>
<tr>
<td>Capra hiraeus</td>
<td>The same</td>
<td>94</td>
<td>135</td>
<td>1.4</td>
</tr>
</tbody>
</table>

That the action current exceeds the resting current was also observed by Graham and Gerard (1946), using isolated fibers of skeletal frog muscles; by Woodbury et al. (1951) on isolated muscle fibers of frog heart; by Fing et al. (1951) on embryonic muscle fibers of the chick; by Woodbury (1952) on isolated nerve fibers of the sciatic nerve of the frog, and by Trautwein, Zink and Kayser (1953) on isolated fibers of skeletal muscles of warm-blooded animals. No one doubts any longer the fact that the action potential exceeds the resting potential, but it is very difficult to explain this fact in terms of the membrane theory.
According to this, the surface of the membrane depolarizes after excitation, becoming electronegative in relation to the resting surface. This was usually explained by the loss of selective ionic permeability of the membrane. But in that case, on connecting the crosscut with the excited surface no difference in potentials should have been obtained, and if it was, electronegativity would appear at the cut (provided depolarization was incomplete on excitation). In reality, however, a considerable difference in potentials is obtained with electropositivity at the cut. The excited surface did not simply lose its positive charge but acquired a negative charge. How could this fact be explained?

Numerous hypotheses were brought forward to explain this phenomenon, all highly artificial and none which could be considered even partially satisfactory. This is because, without exception, the authors, instead of abandoning the obviously unsuitable membrane theory and seeking other explanations, tried to modernize this theory by complicated and arbitrary superstructures in order to adapt it to the discordant facts.

It is not necessary to discuss here all the theories which have been put forward on this subject. Those interested are referred to the papers by Grundfest (1947) and Hodgkin (1951). A few extracts which, in our opinion, are more fully elaborated will be considered.

Hodgkin and Katz (1949) started from the classical assumption that the main electrolytes of the protoplasm exist in a free aqueous solution. According to them, the magnitude of the resting potential in a nerve fiber can be calculated from the formula

$$E = \frac{RT}{F} \ln \frac{P_K(K)_i + P_{Na}(Na)_i + P_{CI}(Cl)_0}{P_K(K)_0 + P_{Na}(Na)_0 + P_{CI}(Cl)_0},$$

where $P_k, P_{Na}, P_{Cl}$ are the permeability constants for potassium, sodium and chlorine (i.e., diffusion rates across the membrane). The concentrations inside the fiber (i) and on the outside (O) are given in parentheses.

If from this formula the magnitude of the resting current for an isolated fiber of Loligo is calculated, assuming that $P_K : P_{Na} : P_{Cl} = 1.0 : 0.04 : 0.45$ then the value of 59.5 millivolts is obtained, which is close to the experimental one (61-62 millivolts). In order to justify the magnitude of the observed action potential (38 millivolts above that of the resting potential), it is necessary, in the authors' opinion, to assume that in relation to potassium and chlorine the permeability of the membrane on excitation remains the same ($P_K = 1.0, P_{Cl} = 0.45$), while for sodium it increases 500-fold and becomes 20.0,
But how can this occur?

The authors do not give a satisfactory answer to this question. Incidentally, they produce a hypothesis that at the time of excitation, dehydration of ions may take place, sodium becoming more mobile than potassium. But this new assumption is entirely arbitrary, and it requires explanation. In addition, it is known that an excitation considerable amounts of potassium leave the cells. This fact contradicts the authors' postulate that permeability of the membrane to potassium should not increase.

Danielli (1941) developed yet another hypothesis. He assumed that the membrane consists of two rows of lipid molecules, each of which turns with its hydrophilic negative ends to the outside, and the positive hydrophobic ones to the inside (Figure 119).

This system is electroneutral. On excitation, the inner layer of lipid molecules becomes disoriented, and the surface of the cell becomes electronegative. After the excitation wave passes, the lipid molecules again become arranged in the form of a palisade and the surface again becomes electroneutral. At the Gagra Conference, Rubinshtein (1949b), the most orthodox supporter of the membrane theory in the USSR, defended this hypothesis as the most tenable.

The speculative and arbitrary nature of this hypothesis will be seen at once. It is not comprehensible what forces cause the lipid molecules to be arranged in the form of films, nor what makes the water-insoluble lipid accumulate in the form of droplets, which is most likely from the thermodynamic point of view. We know that orientated monolayers of molecules may form at the boundary between two phases. However, Danielli, Rubinshtein and others assume that an aqueous solution is present on both sides of the membrane. In this case it is hard to understand the orientated distribution of lipid molecules in the form of a double-layer palisade. It is also difficult to imagine selective ionic permeability across such a system.

The theory proposed by Hertz (1947) is even more fantastic. This investigator assumed that on excitation, the orientated lipid molecules of the membrane turn through 180 degrees as a result of which the charge of the cell surface becomes negative instead of positive. It is not clear what are the forces turning the molecules in one direction or another. Besides, this hypothesis does not explain the decrease in electrolytic resistance (impedance) of the cell after excitation.

The sorption theory gives a much simpler explanation without additional assumptions. The main reason for the appearance of both action currents and resting currents is the release of electrolytes bound to proteins, and the loss of phase properties of protoplasm. As a result, the rise in the potential of injury and the action potential will be oriented with the "minus" sign in the direction of the electrodes, and with the "plus" sign in the direction of the nonstimulated protoplasm (Figure 120). If, following excitation or damage by any method, all the electrolytes were completely...
released, the rise in potential at (a) and at (b) (Figure 120) would be equal and mutually neutralizing, because the potential of injury would be equal to the action potential. However, from our point of view this is not at all necessary. On the contrary, the known facts indicate incomplete release of electrolytes, for example upon mechanical damage. In the chapter on permeability it has already been mentioned that myosin obtained from muscle fluids at low temperature is partially bound to potassium (Ernst and Schaffer, 1928; Ernst and Fricker, 1934a, 1934b; Reginster, 1937, 1938a, 1938b; Szent Györgyi, 1947, and others). Reginster extracted myosin from resting and from previously stimulated muscles directly or through the nerve. His data are given in Table 34.

<table>
<thead>
<tr>
<th>Condition of muscles</th>
<th>Potassium ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resting muscles</td>
<td>2.6; 3.1; 2.9</td>
</tr>
<tr>
<td>Twin muscles after direct excitation</td>
<td>1.8; 1.4; 1.6</td>
</tr>
<tr>
<td>Resting muscles</td>
<td>2.7; 4.1; 7.5</td>
</tr>
<tr>
<td>Twin muscles after excitation through the nerve</td>
<td>1.6; 1.8; 1.6</td>
</tr>
</tbody>
</table>

It is quite obvious that mechanical damage by no means releases all the potassium, and that this release is more complete after excitation (Table 34).

If this is so, then in Figure 120 the jump at b should be higher in its absolute value than at a, as a result of which the action potential will be 20% higher than the potential of damage, and this is what had to be proved. In addition, our theory explains both exit of potassium and increase of electroconductivity on excitation.

Chapter 3. Bioelectric Potentials and Cell Metabolism

Statement of the Problem

As a result of a difference in potential on the cell surface, electric current is formed. It is self-evident that this process may take place only at the expense of certain energy sources. In the living cell such a source may only be cell metabolism. This assumption, stated in a general form, follows from the law of conservation of energy, and does not necessitate any special physiological confirmation. Therefore, any theory of bioelectric potentials should eventually be a "metabolic" theory.

In this respect the task of the physiologist studying bioelectric processes is to find a practical solution to two problems. The first is to determine the direct cause for the appearance of difference in potentials. The second is to determine the mechanism which transforms the energy of cell metabolism from chemical to electric.
Strictly speaking, the membrane theory only answers the first of the two questions. This theory states that the reason for the difference in bioelectric potentials is a different concentration of intra- and extracellular electrolytes. According to this theory, bioelectric potentials are potentials of concentration of elements obtained in the presence of semipermeable membranes. The membrane theory gives no specific answer to the question of how these differences in concentrations arise in the cells, but it is understood that they can be formed only by means of various metabolic processes. In other words, the membrane theory says nothing definite on the possible transformation of chemical into electric energy.

Unfortunately, the data in the literature as yet give no satisfactory answer to this question.

**Effect of Inhibition of Different Cellular Metabolic Processes on Bioelectric Potentials**

Many studies of this kind attempt to prove a relationship between bioelectric potentials and metabolism, by inhibition or elimination of some aspect of metabolism. They record the study of the effect of this inhibition on the magnitude of these potentials. Thus Furusawa (1929) observed a decrease in the demarcation potential in crab nerve under anoxic conditions. Gerard (1930) showed that in the frog nerve the demarcation difference in potentials decreased during asphyxia. It was shown that oxygen lack in the damaged segment did not lower the difference in potential, while asphyxia of the normal part of the nerve resulted in a reversible decrease in this difference.

Later, Musheev and Borzdyko (1933) caused a decrease in the resting current of skeletal muscles, by poisoning them with sodium cyanide and monoliodacetate. Their data were later confirmed by Michelson (1935). This investigator came to the conclusion that the reason for this decrease was a severe disturbance in tissue structure.

The studies of Karaev (1937), and a series of studies by Lebedinski et al. (Lebedinski, 1939; Mozzukhin, 1948, 1950a, 1950b, 1953; Lebedinski and Mozzukhin, 1950, and others) were planned according to the same pattern. Lebedinski and Mozzukhin studied the effect of metabolic inhibitors on the extent and rate of decrease of injury currents and of excitation potentials in skeletal muscles.

At first it may seem that this method of investigation should lead to the solution of the problem as to what form of metabolism serves as a source of energy for the formation of potential differences in the cell. But if one analyzes the results obtained in this manner more carefully, it is not difficult to detect the basic shortcoming of this method of study.

All methods of metabolism inhibition to some extent decrease the value of potential difference. However, it cannot be concluded from this that all these methods eliminate the energy sources of biocurrents, since they may all cause specific damage to the cells for other reasons. They may lead to changes in dispersion of the cell colloids, to decrease in their hydration, to denaturation of proteins, and to splitting off of electrolytes bound to these proteins, etc. Changes of this kind may not be observed under the microscope in the initial phase. All this should most markedly
lower the difference in cell potentials (depolarize the normal surface of the cell). It is almost impossible to differentiate between this nonspecific damaging effect of the toxin-inhibitor and the direct effect of cell metabolism inhibition on biopotentials.

For example: frogs, insects, crustaceans and other animals were subjected to reversible asphyxia (Nasonov, 1930, 1932a, 1932b; Aleksandrov, 1932 and others). It was easy to detect microscopically that all the tissues were in a state of marked paranecrosis. Nuclear structures appeared in the cells, granule formation ceased, vital staining of protoplasm and nucleus was observed, etc. This condition was accompanied by the appearance of electronegativity of the normal surface, i.e., it should have caused a decrease in injury currents. On renewal of the action of oxygen, all these phenomena rapidly disappeared.

What is the cause of all these changes?

It might be concluded that this happened because of exhaustion of energy resources essential for the maintenance of normal cell structures. However, it is possible that direct poisoning by hypoxic metabolites, in the first place by lactic acid, took place.

The possibility of such nonspecific poisoning is even more probable after the action of poisons inhibiting metabolism. For example, some of them (sodium fluoride, monooiodoacetate and others) in doses used by biochemists for inhibition of metabolism, shorten the time of survival of frog muscles 3-20-fold (Ushakov, 1953a), causing such nonspecific signs of poisoning as muscular contractions (Ushakov and Dzhamusova, 1954).

By this we do not imply that there is no direct relationship between cell metabolism and biopotentials. On the contrary, as already mentioned, we think that such a connection is in principle so obvious that it does not even require confirmation. But we assume that the methods of study of these relationships chosen by Furusawa, Gerard, Lebedinskii and others does not allow convincing conclusions to be drawn as to the energy sources of biocurrents. Strictly speaking, these studies only show that poisoning by inhibitors may also cause negativity of the surface of the cell, as does treatment with a great number of other nonspecific poisons. These studies do not contribute anything new to the actual understanding of bioelectric processes.

Relationship between Bioelectric Potentials and Cholinergic Activity of Cells

The orthodox theory of transmission of excitation from one cell to another involves the excretion of acetylcholine by nerve endings. Recently, attempts were made to apply this mechanism to the appearance of excitation in nerve conductors and muscle fibers (Barnes and Beutner, 1941; Koshtoyants, 1944; Nachmansohn, 1946, and others). The reason for this was the discovery of acetylcholine and cholinesterase not only in nerve endings but also in certain nerve trunks as well as in the electric organs of fish. On the basis of model experiments, Barnes and Beutner (1941) tried to prove that acetyl choline itself can create a sufficiently high membrane potential. At the same time, Nachmansohn, 1949, postulated that acetylcholine excreted by the nerve fiber at the moment
of excitation acts in a depolarizing way on the internal surface of the cell membrane, increasing its impermeability. Due to this, electronegativity appears on the excited surface. Thus, the theory of Nachmansohn should be considered only as a supplement to the membrane theory, insofar as, in his opinion, acetylcholine cannot be the cause of formation of bioelectric potentials being necessary only for their detection.

Attempts were made to confirm this theory by direct experiments. As is well known, eserine and prostigmine inhibit cholinesterase—(the enzyme splitting acetylcholine and arresting its action after termination of the stimulation). It was suggested that after the action of eserine on the nerve, acetylcholine appearing at the moment of stimulation will not be able to stop its depolarizing effect, because of the elimination of cholinesterase action. As a result of this, a block should form which does not let the waves of excitation through. The experiment has shown that eserine at a very high concentration (1:250) rapidly annihilates action currents and excitability (Bullock, Grundfest, Nachmansohn, Rothenberg, 1947). However, prostigmine, which like eserine is an anticholinesterase, shows no such effect even at a concentration of as high as 4 mg per cent. Acetylcholine itself also does not block conduction by the nerve even at such unbelievably high concentrations as a 2% solution.

In order to explain all these data from the point of view of his theory, Nachmansohn had to make the following, quite arbitrary assumptions:
1) Acetylcholine does not permeate the cell membrane, but depolarizes it only from the inner side; 2) eserine penetrates freely through the cell membrane; 3) prostigmine does not penetrate it at all. Only by accepting these assumptions could the results obtained be interpreted as confirmation of his theory.

These considerations have recently been completely disproved by Ginetsinskii, by very clever and simple experiments performed in cooperation with Barbashova (Ginetsinskii and Barbashova, 1949). These authors first of all showed that acetylcholine penetrates easily into muscle cells, and therefore showed Nachmansohn's first assumption to be wrong.

It has further been shown experimentally that the difference in effect of high concentrations of eserine and prostigmine on excitability is not at all associated with their different permeabilities through the cell membrane, since there is no difference in the action of eserine and prostigmine on cholinesterase activity of the intact muscle. Eserine completely inhibited cholinesterase in a dilution of 1:10,000, while prostigmine completely inhibited enzyme activity at a dilution of 1:2,000,000.

These experiments entirely disprove the second assumption of Nachmansohn, that prostigmine, in contrast to eserine, does not penetrate at all across the membrane into the cell.

Why then, does eserine nevertheless inhibit the excitability of muscle, while prostigmine does not?

In the first place the dose of this poison used by Nachmansohn was extremely high, 400 times greater than that necessary for complete inactivation of cholinesterase.

There are reasons to believe that the inhibition of excitability by eserine is caused by nonspecific damage to protoplasm due to the use of a very high concentration of this substance. In order to elucidate this question, Ginetsinskii and Barbashova used our method of vital staining. By staining the muscle with neutral red in the presence of prostigmine, it was
seen that none of the concentrations used increased the sorption of the poisoned muscle, as compared to the control. Table 35 shows experimental data obtained by these authors, with the highest two concentrations of the poison. The authors rightly conclude that prostigmine has no damaging effect on muscle, and therefore does not alter its excitability.

Different results are obtained on studying the effect of eserine (Table 36).

It follows from Table 36 that a concentration of 1:1,000 causes a considerable increase in the sorption properties of the poisoned muscle. Using 1:250 solution of eserine, which according to Nachmanson is necessary for inhibition of conductive function, damage goes so far that the poisoned muscle sorbs 2.5 times more dye than does the control.

Thus, the work of Ginetsinskit and Barbashova not only disproves the "acetylcholine" theory of Nachmanson, but also indicates the main source of its errors—the arbitrary endowment of the hypothetic cell membrane with the ability of letting through or preventing the passage of these or other substances. Thus the experimental testing of these properties is not beyond criticism.

Oxidation-Reduction Theories of Bioelectric Phenomena

In terms of both membrane and phase theories, the direct cause for the appearance of bioelectric potentials is the difference between the intra- and extra-cellular ionic concentrations. A different point of view is provided by the theory which explains the appearance of bioelectric potentials by the different levels of oxidative-reductive (redox) potentials inside and outside the cell, arising as a result of cellular metabolism. This was first postulated by Lund (1928). This author showed that the difference in electric potentials on an onion rootlet is directly proportional to the intensity of respiration; increase in the intensity of the latter being accompanied by an increase of the positive charge. Similar relationships were observed by the author in the skin of frogs.

The facts cited by Lund cannot themselves serve as proof of his ideas, since greater or lesser intensity of oxidative-reductive processes may lead to a difference in ionic concentrations. Another objection to Lund's theory (Rubinshtein, 1947) was that the redox potential can be directly transformed into a difference of electric potentials only in the presence of metallic electrodes, which are not present in the cell. This very serious difficulty for the oxidative-reductive theory was discussed by Korr (1939), who indicated that in certain cases a nonmetal, for example graphite, may possess electronic conductivity. On this basis, Korr quite arbitrarily ascribed to the cell membrane the ability to conduct a current of electrons, characteristic of metals.

In the USSR the oxidative-reductive theory is supported by Kometiani (1945), who, by the way, assumes that only part of the measured difference in potentials of the cell may be ascribed to redox potential, while the other part should be considered as a concentration potential. Kometiani has shown a model of two aqueous solutions differing in their redox potentials, and divided by a gelatine membrane treated with quinhydrone, giving a potential difference reaching 18 millivolt. It should be pointed out that in
Kometiani's model there is no certainty that the ionic concentration on both sides of the membrane is the same, and therefore the electromotive force obtained may also be considered as a concentration potential.

**Table 35**

<table>
<thead>
<tr>
<th>Concentration of prostigmine</th>
<th>Amount of dye sorbed (mg per 100 g of tissue)</th>
<th>Experimental (% of control)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>control</td>
<td>experimental</td>
</tr>
<tr>
<td>1:250</td>
<td>2.08</td>
<td>1.80</td>
</tr>
<tr>
<td></td>
<td>0.96</td>
<td>1.02</td>
</tr>
<tr>
<td>1:1000</td>
<td>1.08</td>
<td>1.12</td>
</tr>
<tr>
<td></td>
<td>0.94</td>
<td>0.86</td>
</tr>
</tbody>
</table>

**Table 36**

<table>
<thead>
<tr>
<th>Concentration of eserine</th>
<th>Amount of dye sorbed (mg per 100 g of tissue)</th>
<th>Experimental (% of control)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>control</td>
<td>experimental</td>
</tr>
<tr>
<td>1:250</td>
<td>1.18</td>
<td>3.00</td>
</tr>
<tr>
<td>1:1000</td>
<td>1.76</td>
<td>2.08</td>
</tr>
<tr>
<td>1:20000</td>
<td>2.96</td>
<td>3.44</td>
</tr>
<tr>
<td>1:100000</td>
<td>1.36</td>
<td>1.22</td>
</tr>
</tbody>
</table>

The strongest argument against this theory is the fact that in reality no considerable difference in redox potentials is observed inside and outside the cells. Numerous measurements of intracellular potentials given in the paper by Michaelis (1926) indicate that in the majority of cases the intracellular redox potential is the same as that of the surrounding medium. This being so, no matter what the properties of the cell membrane are, no difference in potential could appear.

There is evidently no oxidation-reduction barrier in the cells. If muscle fibers previously stained with methylene blue are placed in an anaerobic medium, the dye whose reduced leukoform is colorless rapidly loses its color. On transfer of the muscles back to the air, methylene blue is oxidized again, turning blue literally within a few seconds. This means that within these few seconds the redox potentials inside and outside the cells became equal, since the transition point of oxidized methylene blue into its colorless leukoform is very close to water in equilibrium with air. After the onset of the redox equilibrium, the muscle fibers are nevertheless capable of forming characteristic action currents and resting currents. Such instantaneous equilibration of redox potentials of the cells and medium was observed by us in infusoria parasites in the stomach of ruminants (Ophryscolliecidae), under conditions of very low pH. In the case of the infusoria
too, on exposure to air the intracellular potential became immediately equal to that of the abundantly aerated external medium (Nasonov, 1932b).

It may nevertheless be assumed that a certain almost undiscernible difference in intra- and extra-cellular pH does exist, due to continuous metabolism, maintaining a redox gradient. However, our experiments with muscles fixed in formalin somewhat contradict this possibility (Nasonov and Aleksandrov, 1944; Nasonov and Speranskaya, 1948; Golovina, 1948). Obviously, in this case metabolic processes cannot be the source of differences in redox potentials. Nevertheless, we have shown that injury potentials may be observed in these muscles many hours after fixation, reaching 20 millivolt. These currents in muscles completely devoid of metabolism may be caused by the local effect of cutting, high temperature, and electric current, the "minus" appearing always on the damaged surface.

This phenomenon may well be explained by our theory. Formalin is evidently capable of killing the muscle, but for some time preserves certain native properties of its protoplasm proteins, in particular its phase properties and its capacity to retain bound potassium. Thus, Tarusov (1941) has observed that muscles and nerves fixed in formalin retain the capacity of polarizing resistance to direct current for a long time, this capacity disappearing as a result of high temperature, or with action of alcohol. Kronfeld and Scheminsky (1926) observed that on fixation of fish egg cells with alcohol or acid fixatives, coagulation of protoplasm occurred, its salts leaving rapidly to the outside, due to the electroconductivity of the external solution. Formalin differs from other fixatives in that the egg cells do not become turbid in it in spite of gelatinization, and electrolytes do not leave them. Injury of all kinds releases potassium from the formalinized protoplasm, as a result of which the difference in potentials is detected. Such an unstable potassium-protein complex could be formed in the cell only due to previous metabolism. This metabolism, however, is absent at the time of measuring the damage potential of the formalinized muscles and consequently excludes the possibility of an oxidative-reductive explanation of its nature.

### Phase Theory of Bioelectric Potentials and Cellular Metabolism

According to the phase theory of bioelectric potentials, the immediate reason for the appearance of electromotive force on the surface of the cell is the difference in ionic concentrations in two regions of the protoplasm. This difference is not preexistent, but occurs suddenly after damage or excitation, due to the splitting of an unstable chemical compound, the protein-salt complex. The reason for this splitting should be considered a reversible denaturation of proteins in the initial stages.

While earlier Nasonov and Aleksandrov (1940) assumed the existence of such a "protein-salt complex", now, as a result of the data in the literature given in the chapter on cellular permeability, a greater degree of probability exists. We have also mentioned facts showing that denaturation of native proteins containing bound potassium enables the latter to pass into solution in the ionized form.

We consider that this exothermic reaction, splitting electrolytes from protein due to the action of an irritant or a damaging agent, is one of the
most important processes in metabolism, since it leads to the formation of potential differences between the excited and resting surfaces. This reaction is one of the links of intracellular metabolism, and it would be incorrect to define it as an expression of a certain "structural energy" as opposed to the energy of metabolism, as is done by some physiologists. The term "structural energy" was introduced into physiology by Warburg (1928) to designate energy used for the maintenance of the specific properties of semipermeable cell membranes. We are now forced to reject this term in the above sense, since we question the reality of the cell membranes themselves. However, if by these structures one is to understand the structure of protein or other molecules, then energy is evidently necessary for the maintenance of certain labile chemical compounds. The special term "structural energy" may only cause confusion. This became especially apparent after the studies of Engelgardt (1941), who discovered the enzymatic properties of myosin and showed that protoplasm proteins cannot be divided into structural and nonstructural components.

It is known that after excitation, the split-off electrolytes again combine with the proteins. It is quite obvious that this restorative process, which is most probably connected with renaturation of proteins, requires energy expenditure. This may take place only at the expense of some metabolic processes, probably using high energy compounds as their energy source. But as yet we know little about these bonds, and their elucidation remains a task for the future.
Reversible changes in the organism observed at the site of protoplasmic stimulation were designated by us "the local reaction of the organism to external influences". According to the terminology of N.E. Vvedenskii, the sum total of these changes may be defined as a local, stable excitation, or parabiosis. The reversible changes observed in the living substrate we termed paraneckrosis.

Under known conditions, the local excitation in nerve and muscle fibers is transformed into a spreading one, starting from the site of application of the irritant, and moving along the fiber with varying speed. This process is the basis of activity of the nervous system, since by this means a rapid connection and coordination of distant sections of the multicellular organism occurs.

A number of properties are common to local and spreading excitation. Among these are the electronegativity of the excited region, its refractivity, increase in permeability, decrease in dispersion of protoplasmic colloids, increase in vital staining, etc. However, these general properties still do not give a clear picture of the interrelationship between these two forms of excitation. It may therefore be assumed that a purely superficial similarity exists between the two.

In foreign, and to some extent in Soviet physiological literature this point of view predominates (Rosenblueth and Luco, 1950; Rosenblueth and Garcia Ramos, 1952). It is suggested that two qualitatively different excitations exist: local, and spreading. The former supposedly differs from the latter mainly in that it is quantitatively or, as they say, gradually, dependent on the intensity of the stimulus and does not obey the "all or none" law. The latter, on the other hand, does not depend on the strength of the stimulus and obeys the law.

The first physiologist to postulate the "all or none" law was Bowditch (1871), who observed that heart contractions cannot be increased or weakened by varying the strength of the stimulus. As long as the intensity of stimulation was lower than a certain threshold level there was no response ("none"); however, when intensity was even slightly above the threshold, maximal contraction occurred ("all"). Further strengthening of the stimulus did not affect the magnitude of response. This rule is observed especially easily in the heart, since heart muscle is a syncytium and represents one excitable unit. Nerve and skeletal muscle are more difficult to observe since they consist of a large number of excitable units possessing different sensitivities. Nevertheless, many studies on intact nerves, isolated fibers, and other tissues established beyond doubt the application of the "all or none" law to
conduction of impulses in nerve and muscle fibers of vertebrates and invertebrates; in filaments of the alga Nitella; in the stalk of the infusorium Vorticella, etc.*

Originally, the law was given an absolute meaning, assuming that protoplasm in no way reacted to subthreshold stimuli. However, Lucas (1905, 1909, 1911) observed that following such a stimulation of the nerve, a local reaction developed in the form of weak electrical potentials directly proportional to the strength of stimulation, being incapable of limitless spreading, and rapidly dying away. This local, subthreshold reaction, Lucas called the "local excitatory process". When the local process reached threshold value, a new phenomenon appeared explosively in this region—a spreading impulse ("propagated disturbance"), which basically differed from the former in that it obeyed the "all or none" law.

Lucas dealt in general with electric phenomena in the nerve, in the region of application of the stimulating electrode. He did not differentiate between the potential of the excitatory current and the potential arising in the nerve as a response reaction. This can be explained by the fact that at that time the technique of study did not permit the differentiation from each other of these two possible sources of subthreshold potentials. This task was successfully performed much later by two British physiologists, Katz (1937) and Hodgkin (1938). Their studies must be considered as a tremendous step forward in the investigation of the origins of the propagating impulse. Hodgkin used a very sensitive oscillographic method, attaching an electrode to a single crab nerve fiber placed in paraffin oil. He studied the relationship between the magnitude of electric excitation, and the magnitude of the electric response reaction on subthreshold stimulation of the fibers. By the use of a neat graphical method Hodgkin subtracted the value of the loop of excitatory current from the value of the observed electric response action. He thus obtained the value of the local electric action of the nerve in pure form.

Later, his data were confirmed by Pumphrey, Schmitt and Young (1940), using the giant fibers of Loligo forbesi, and by Hodgkin and Rushton (1948), using a single crab nerve fiber (Homarus vulgaris)**.

Essentially, this subthreshold local reaction completely corresponded to the concept of Vvedenskii (1901) of local excitation on cathodic parabiosis, with the difference that Vvedenskii studied parabiosis following prolonged action of the cathode in the case of which the response reaction was also more prolonged. British physiologists, however, observed this local reaction with very short-lasting electric stimuli, where the reaction itself was also very transitory. In this respect the discovery and studies of local electric responses were only a confirmation under somewhat different experimental conditions of Vvedenskii's theory; i.e., that the reaction observed in the immediate region of application of the irritant to living protoplasm is nothing but a manifestation of local excitation (parabiosis).

* Those interested in the history of the problem are referred to papers by Brücke (1930), Ritchie (1932), Adrian (1933) and Kato (1934).

** Lorente de No (1947) attempted to refute the existence of a local response to electric excitation of the nerve. However, the data given by him in support of this statement are not convincing. This was shown by Rosenblueth (1952) in his paper on the problem of subthreshold phenomena in nerves.
Following the studies of Katz and Hodgkin the term "all or none" is no longer properly applicable, since these authors observed a subthreshold local excitation.

It has further been shown that such reactions do not remain stationary but spread further with a decrement. This spreading capacity of a subthreshold local response was discovered independently of Hodgkin by the Russian physiologist Karaev (1938), using an entirely different method. Karaev, experimenting with sciatic nerves of frogs, used the phenomenon of summation of two stimuli following each other at a given time interval. The first stimulus was always applied at the same point, while the second one was applied at various distances from the former. Using this method with different variations, Karaev proved that the subthreshold impulse spreading with decrement may be observed at a distance of 1-2 cm from the site of stimulation.

Figure 121, taken from Hodgkin, shows that with an increased stimulus, the electric subthreshold response becomes increasingly stronger, and dies away increasingly further from the excitatory electrode. However, as soon as this stimulus even slightly exceeds the threshold value, instead of spreading with a decrement it begins to move with an increment (upper curve). Later, having passed a certain distance, the electric wave suddenly bends upward, and reaching the height of the normal peak running along the fiber, it moves along the nerve to its very end, with a constant strength, independent of the value of the initial stimulus.

Plotting the value of excitation on the abscissa and the value of the electric response reaction on the ordinate, a dependence graph may be constructed of the subthreshold reaction related to the magnitude of the stimulus causing it. As seen in Figure 122, plotted according to Hodgkin's data, this dependence is expressed by a smooth curve, convex in the direction of the abscissa.

Such curves describing the relationship of magnitude of the local reaction to the strength of the excitant were later obtained by Rosenblueth and Lucó (1950) for impulses of direct current in spinal nerve roots of vertebrates (Figure 123 A), and by Rosenblueth and Garcia Ramos (1951), using the same tissue, with excitation by alternating current (Figure 123 B).

It follows from the above that the phenomena observed under the electrode after subthreshold stimulation are by no means as simple as it seemed at the beginning, and they require special theoretical explanations.

British physiologists tried to explain them in terms of the membrane theory of bioelectric phenomena (Rushton, 1937, etc.). They postulated that a subthreshold stimulus caused only a partial gradual depolarization in the cellular membrane, while with a threshold stimulus the irritant suddenly and completely depolarized the membrane. All the electric energy pre-existing in the fiber was explosively released. These theoretical considerations differentiate in principle between the subthreshold local reactions and the propagation of excitation.

As opposed to this, the Soviet physiological school of Vvedenskii-Ukhtomskii developed a unitary concept of local and spreading excitation. Some representatives of this school, for example Makarov (1939), questioned the basis of the "all or none" law. These attempts were mainly concerned with the study of contractions of single muscle fibers, the myographic recording of which did not allow strict differentiation between local and spreading contraction.
FIGURE 121. Development of local response with different intensities of the excitatory current (according to Hodgkin, 1938)

The abscissa shows time (in milliseconds); the ordinate shows voltage.

FIGURE 122. Relationship between local electric reaction of the crab nerve, and magnitude of excitation (according to Hodgkin, 1938)

The abscissa shows excitation (in fractions of the threshold); the ordinate shows the value of potential (in fractions of propagation).

Ukhtomskii (1825-1940) raised a number of substantial objections against the differentiation between local and the propagating excitation. He did not deny the facts of conduction of impulses according to the "all or none" law, but objected to the thesis that a propagating impulse of constant magnitude, independent of stimulus intensity, is an expression of "all" the energetic resources of the fiber. He rightly indicated that the possible "maximal excitation" of the cell should exceed many times the energy level of the propagating electric wave of excitation; he also pointed out that the constancy of the magnitude of this wave depended on mechanisms which automatically regulate its level, and which by no means reached maximal values (Ukhtomskii, 1940, p.238). Incidentally, we know of no statements made by Ukhtomskii on possible mechanisms present in protoplasm which regulate the magnitude of propagating excitation. Like Ukhtomskii, we also cannot agree with the many attempts to consider excitation as an explosive process. We have many times observed the action of various stimuli on living cells and have never observed anything similar to "explosive reaction". Paraneuritic changes always occur gradually, and likewise, disappear gradually. The same may also be said of different physiological indexes, which always change gradually with the development of a stable local excitation (parabiosis).

These contradictions between local alterations which are always gradual, and sudden explosive manifestations of the propagating impulse, are by no means as irreconcilable as may seem at first sight. On the contrary, a more thorough analysis of the data has shown that conclusions from the "all or none" law necessarily follow the assumption that after an excitation wave, the nerve fiber reacts gradually at each of its points, exactly as in the region of application of the electric excitant. The following chapters are devoted to the foundation of this theory of "gradual" propagating excitation.
Chapter 2. The Theory of Gradual Spreading Excitation

This now well-recognized theory is based on two well-founded hypotheses. These are as follows:

1) Transmission of excitation along the fibers is an electric phenomenon, i.e., takes place by means of "small currents", as suggested by Hermann (1885).

2) The local response reaction of protoplasm to excitation is always gradual, and never obeys the "all or none" law.

The Electric Mechanism of Transmission of Excitation

The suggestion that biocurrents participate in the conduction of excitation was made by DuBois-Reymond (1877). However, the electric theory of transmission was elaborated by Hermann (1885, 1889), and since later physiologists only developed and enriched it by new facts, we shall here give the basic principles of his theory.

According to Hermann, a stimulus causes changes in the excited region, as a result of which this region becomes electronegative with respect to the adjacent sectors (Figure 124). The resultant difference in

FIGURE 123. Relationship between the magnitude of the local reaction and strength of excitation

A—local cathodic response on excitation by pulses of direct current (according to Rosenblueth and Luco, 1950); B—local response on excitation by alternating current (150 cycles per second) (according to Rosenblueth and Garcia Ramos, 1951).

The abscissa shows intensity of excitation (in arbitrary units); the ordinate shows the peak amplitude of the response (in arbitrary units).
potential causes the formation of extraordinarily intense local currents, due to low resistance in the region adjacent to the excited sector. These currents are directed from the resting to the excited sectors. Thus, the latter remain inactive, since they are positively polarized while the former are negatively charged and thus undergo excitation.

"The consideration now stated", says Hermann in his concluding remarks (1885, p. 378), "is not hypothetical, but contains elements which in all probability will lead us, sooner or later, to the theory of the spread of excitation and to the understanding of the real meaning of electrical phenomena in animals. This is because sudden formation of negative polarization in close proximity to the originally excited site should stimulate the latter, while positive polarization might, in its turn, lead to return of the stimulated site back to the resting condition;........ from the recently indicated elements one might construct a strictly mathematical theory of the propagation of the excitatory wave". Thus, according to Hermann, the process of conduction of excitation is considered as a propagated wave of electronegativity.

Hermann's views were fully confirmed by later investigators, Lillie (1936) and others built models on the basis of this theory, which reproduced Hermann's principle of electric conduction of impulses.

Figure 125 from the paper by Stämpfli (1952) illustrates schematically the contemporary theories of electric transmission of nerve impulse in a medullated fiber containing nodes of Ranvier.

The main experimental proof of the electric theory of excitation conduction may be classified under three headings: 1) experiments with "jumping" of excitation across a narcotized sector of small dimensions; 2) experiments in which excitation may "jump" from one nerve fiber to another; 3) experiments showing a connection between electroconductance of the external medium and velocity of conduction of the impulse.

First Group of Confirmations. From Hermann's observations it follows that although the greatest current intensity is observed adjacent to the stimulated sector, nevertheless the loops of this current should encompass quite a considerable sector of the nerve. The intensity of the current loops running ahead may be sufficient to cause excitation in the nerve sector at a certain distance (but not beyond a certain limit) from the site of stimulation.

The possibility of such a jump of impulse through a sufficiently small sector of the block was demonstrated beyond any doubt by the studies of Verigo (1889), Blair and Erlanger (1936b), Hodgkin (1937), and Tasaki (1939). The last-named author performed very delicate experiments with a single nerve fiber. He eliminated one, two, and even three internodal segments and observed the conduction of the impulse. Even a greater number of segments can be eliminated and still give conduction of the impulse if its transmission is facilitated by making a salt bridge, connecting the nodes of Ranvier before and after the block. Prior to Tasaki's work, Osterhout and Hill (1930) used such salt bridges in experiments with the alga Nitella.
facilitating the transmission of negative oscillations across a blocked segment.

Second Group of Confirmations: If an electric loop of excitation can jump a small cross-block, it may be expected that under certain conditions it will also jump to a neighboring nerve fiber. Usually this does not happen, since obviously the insulating properties of the fiber sheaths promote the law of "insulated conduction of impulse". However, under certain experimental conditions this law may be broken, and excitation jumps to neighboring fibers (Kvasov and Naumenko, 1936; Katz and Schmidt, 1940). Finally, the well-known experiment of Galvani, in which stimulation jumps from a contracting calf muscle of a frog to a nerve of another nerve-muscle preparation placed across it, confirms the electric transmission of the impulse.

Third Group of Confirmations: The theory of electric transmission of impulses is supported by experiments showing a connection between electroconduction of the external medium and the speed of conduction of the impulse. Insofar as, according to the theory of Hermann, the current of action closes through the external medium, any change in the electroconduction of the latter should change the speed of conduction of excitation. Indeed, investigations performed with different tissues and by various methods have shown that a decrease in the resistance of the medium leads to acceleration of conduction of the excitation wave. Thus, Auger (1933, 1936) demonstrated an accelerated conduction by filaments of the alga Nitella, by covering them with moist filter paper. Pond (1921) studied the velocity of conduction of an impulse in muscles of Limulus and in the sartorius muscle of the frog. Using a system of mirrors which directed the rays onto photographic paper, he measured the time between two waves of contractions. Using different ratios between Ringer's solution and isotonic sugar solution, Pond changed the electroconductivity of the external medium. The velocity of propagation of the wave of contraction was found to be directly proportional to the electroconductivity of the external medium. Pond thought that his balanced solutions differed from each other only in electroconductivity (he took special care to maintain the same pH), but in relation to muscles, media with a different salt and sugar content are not equivalent.

Criticizing Pond's studies and others similar to it, Hodgkin (1939) entirely eliminated these shortcomings. His faultless and methodical data will be presented here in somewhat greater detail. He compared the speeds of conduction of excitation in the nerve by recording the action current in media with different electroconductivities, which were known not to damage the nerve. Thus, a single crab nerve fiber was initially immersed in sea water and transferred subsequently to liquid paraffin. Since by so doing the fiber remained surrounded by a small layer of sea water, changes in the ionic and chemical composition of the medium did not occur, and there
were only changes in electroconductivity. Transfer of the nerve fiber from water to oil and back into water lasted only a few seconds. As a result of the transfer from oil into seawater, the velocity of conduction of excitation in the nerve fiber increased by 14-40%.

Similar experiments were performed by Hodgkin on the giant axon of *Loligo*. The axon was immersed in a vessel with sea water and subsequently removed and kept in moist air. Here, too, media differing only in electroconductivity were compared. The percentage increase in speed of conduction on removal of the fiber from moist air into sea water was approximately 40%.

The following experiment of Hodgkin is singularly exact. A giant axon of a crab was placed on a number of silver wires, the bent ends of which could be immersed in mercury (Figure 126) or remain exposed. When the wire tips were immersed, electric current was passed through them, thus creating conditions for short-circuiting the action currents. By doing so, the speed of excitation conduction increased by 14-20%, while the medium in which the axon was kept did not change at all.

Recently, Huxley and Stämpfli (1949a, 1949b) created a conduction block in a single medullated nerve fiber, at the point where this fiber was surrounded by air. The block was removed by closing the action current through a liquid bridge.

The above observations and experiments, especially those of Hodgkin, were quite faultless in their methodology. They confirm beyond doubt the correctness of the electric theory of conduction*: Our further theoretical considerations will apply this theory as a working basis.

Basic Principles of Theory of Gradual Excitation

There are two basic hypotheses in this case. The first is the electric mechanism of propagation of excitation waves in the fibers. As pointed out in the previous chapter, this may be considered as a fully established fact. The second is that the local response to electrical excitation at each point of the nerve and muscle fibers is always gradual. This means that with increased intensity of excitation, the local electrical reaction to the excitation also increases gradually without jumps.

For the subthreshold region this assumption may now be considered proved by the thorough investigations of Hodgkin (1938). From the figure drawn according to his data (Figure 122) it will be seen that the uppermost

* It has also been shown that not only the excitation wave, but also damage spreads along muscle fibers by an electric mechanism. In the first case the mechanism is through the action currents, while in the second, it is through resting currents (Nasonov and Rozental', 1947).
point on the curve is the last subthreshold response. A slightly stronger excitation will already cause a propagating impulse.

Our assumption is based on the fact that above this point the local reaction is also gradual (further proof will be given for this statement). If this is so, then further increase of excitation should lead to an increase in response reaction. However, this increase cannot be limitless. Sooner or later the fiber will respond by the maximum electrical reaction of which it is capable. In this region the curve will cease to proceed in this form, tending to become a straight line parallel to the abscissa. Consequently, the curve should acquire an S-shaped form (Figure 127). Such a curve is extremely typical. The vast majority of gradual relationships between a stimulus and any property of a living organism is usually expressed by an S-shaped curve.

An example (from Asmussen, 1934) is the curve of the relationship between the magnitude of local contraction and voltage of excitatory currents in a single muscle fiber of frogs (Figure 128). This curve is comparable to that obtained by Hodgkin with nerve preparations (Figure 122). The only difference is that here the response reaction is measured not by the magnitude of electric response, as in the nerve, but by the amplitude of local contractions of the muscle fiber.

An S-shaped curve of the electric response to excitation was also obtained with a single nerve fiber of Loligo which had lost its conducting ability (Schmitt and Schmitt, 1940). Subsequent discussions will be based on the electric theory of propagation of impulses described in the previous chapter. According to this theory, in each excited segment of the conducting fiber, when it becomes negative, originates electric current of sufficient magnitude to stimulate the adjacent sector (Figure 124). The latter, when excited, becomes in its turn electronegative in respect to the one following it, due to which current again arises, and so on. As a result of this chain of events the excitation wave is propagated along the fiber. A restoration wave immediately follows the excitation wave.

* What determines the S-shaped form of the curve of sensitivity of the conducting fiber? One answer is found in the interesting papers by Segal (1953/1954a, 1953/1954b, 1956). This investigator developed a theory according to which the reason for the appearance of excitation in the nerve fiber is a decrease in pH at the cathode, causing alteration of the protoplasm proteins initiating the excitation process. Segal has shown in a model experiment that the relationship between degree of alteration of native protein and the pH value is expressed by an S-shaped curve. He compared this curve with the curve of excitability of the fiber taken from our work (Nasonov, 1948b). Thus, according to Segal, the S-shaped nature of excitability of the nerve fiber may be considered as a reflection of the nature of sensitivity of protein molecules to the action of the stimulus. It seems to us that this thought merits attention.

---

FIGURE 127. Relationship between the magnitude of response reaction, and intensity of stimulation.
FIGURE 128. Relationship between magnitude of local contraction of single muscle fiber, and voltage of excitatory current (according to Asmussen, 1934)

If, as suggested, excitation at all points of the fiber is always in a gradual relationship to the intensity of stimulus, then it is obvious that the rate of the propagating impulse will depend on the ratio between the magnitude of current resulting in excitation, and that of the current arising as a response reaction. If, for example, at any point of the fiber the current formed will always be less than the current originating it, then propagation with decrement will take place, while at an inverse ratio the propagation will be with an increment. When the excitatory current equals the response current, spreading without decrement will be observed. We do not know beforehand what these ratios will be, therefore all possible cases will be analyzed.

The possible relationships between stimulatory current and effect current is set out in graphic form (Figure 128). The abscissa gives the voltage of excitatory current (x), the ordinate gives the voltage of current created by the former (y). Note that the bisectrix of the coordinate angle is characteristic in that the coordinates of any one of its points will be equal (x = y). For any point lying between the bisectrix and the abscissa, x > y, and for any point between the bisectrix and the ordinate, x < y.

As already mentioned, the ratio between the stimulatory current and the response current reaction should be expressed by an S-shaped curve. It is, however, impossible to say beforehand what position on the graph this curve will occupy. The first possible case will be discussed where the excitability of the nerve is characterized by a curve all the points of which lie below the bisectrix (Figure 129, curve a). In terms of the electric theory of transmission of excitation, it is not difficult to understand that in such a fiber any electric stimulus will produce an electric current of lower voltage in the adjacent excited sector. This latter current, in its turn, will cause an even weaker current in the neighboring sector, and so on. This is explained by the fact that the response reaction (y) here is always smaller than the stimulus causing it (x), since below the bisectrix x > y. As a result a decreasing spread is always obtained, as occurs, for instance, in the nerve fiber of Angiostoma and certain other invertebrates.

In the second example described in Figure 129 by curve β, the curve differs from curve a in that all its points in the coordinate system are located higher than the corresponding points in curve a. In addition, curve β starts below the bisectrix, crossing it at a certain point b. It is easy to understand that in a fiber characterized by such a curve, all the stimuli which do not exceed the value ob will give a decreasing local reaction, since all the points of this segment of the curve are located below the bisectrix, and consequently the response reaction will always be lower than the stimulus causing it.

If, however, the value of the stimulus even slightly exceeds the threshold value ob, the course of events will sharply change on entering a region located above the bisectrix, where x is always less than y. Here the electric stimulus will give a stronger current, and the adjacent sector will form a
still stronger current, leading in turn to a rapid increase in potential in
the course of its passage.

On approaching the limit value of the
response reaction curve $\beta$ should again cross
the bisectrix at point $c$. Let us consider the
analysis of this extremely interesting and
important point. At point $c$, located on the
bisectrix, the magnitude of the effect equals
that of the stimulus ($x \approx y$) and therefore,
starting from this moment, each segment of
the fiber, upon excitation, will generate a
current of exactly the same magnitude as that
which brought it to the state of excitation.
As a result, the increase will cease and the
potential of action ("peak") will be transmitted
at the same magnitude without a decremen-
to the end of the fiber. In that case, segment
$cd$ on the ordinate will determine the peak
value.

It can be shown that the constancy of
the value of this peak will be automatically
maintained by autoregulation. Indeed, let us
imagine that the value of the potential peak
somewhat exceeded the value corresponding
to point $c$, passing to the other side of the
bisectrix. As soon as this happened, that
region of the graph is reached where $y$ is al-
ways less than $x$ (i.e., the region of the decremen-
t) and the magnitude of
the propagated impulse, while falling, will begin to return to point $c$. How-
ever, while decreasing, the propagating potential will also not be able to
jump to the left of the bisectrix beyond that point, since here it will be in
the region of the increment ($y > x$) and will immediately begin to increase
until reaching again the value of $cd$. Thus, reaching the point of intersec-
tion between the curve and the bisectrix, the propagating potential should acquire
stability which will be automatically maintained during the entire time of
its propagation by a specific autoregulation. It is obvious that no other
special physicochemical mechanisms need be sought to explain this auto-
regulation.

Thus, from our theoretical consideration it follows that if an above-
threshold stimulus is of smaller value than that of the peak, it should spread
with increment until reaching the automatically regulated value of the con-
stant peak ($cd$). It is interesting that this propagation increment was indeed
found by Hodgkin on a fiber conducting without decrement, but was explained
by the author in an entirely different manner*.

* Hodgkin assumed that in order for the subthreshold reaction to pass into
a propagating impulse, not only the magnitude of voltage but also that of
the strength of the action current has to reach threshold dimensions.
According to Hodgkin, to achieve this condition it is necessary for ex-
citation to encompass a segment of the fiber of a certain given length.
Let us now discuss the third possible case described by curve $\gamma$ on Figure 120. This curve differs from the previous ones in that all its points in the coordinate system are located above the corresponding points on curve $\beta$. This curve also crosses the bisectrix at two points, but the first intersection takes place somewhere close to point $o$ (i) and corresponds to a very low threshold of stimulation. The second intersection (g) corresponds to a high value of the regulated peak (h).

The threshold of excitability of a fiber characterized by such a curve $\gamma$ is so low that very small stimuli, always present under natural or experimental conditions, will be above-threshold ones. Therefore the very weak local reaction caused by them will invariably increase in a snowball manner to a certain value, spreading along the entire length of the fiber. The fiber of the $\gamma$ type differs from that of the $\beta$ type in that its threshold is lower than the level of the ever-present excitations, and therefore such a fiber will always be "under their bombardment" while fiber $\beta$ is as if protected from their excitatory effect by the high threshold. Thus, in the case of a fiber of the $\gamma$ type we have a system in a special condition of instability, since with the slightest changes in the external environment the potential will rapidly increase to a constant value gh.

What will be the fate of such a fiber which spontaneously enters a state of excitation?

As is well known, such a fiber becomes refractory, i.e., incapable of responding by a propagating reaction to electric stimuli of any magnitude. From this moment it as if escapes the effect of weak stimuli, entering into reversible states, and on restoration of its previous condition may again respond to stimulation.

As can be easily understood from the graph, the curve of refractory (nonexcitable or weakly excitable) fiber will correspond to a curve approaching the abscissa with all its points (curve $\delta$). On restoration of excitability of the fiber, the curve gradually acquires a position at the beginning of $\alpha$, then of $\beta$ and finally reaches the initial position $\gamma$ in which, as has been shown, the curve intersects with the bisectrix somewhere close to point $o$. Consequently, the fiber possesses a very low threshold. As soon as this happens, the fiber will again be in an unstable condition, and any very small impulse will cause a small local excitation. When this impulse propagates along the fiber, it will invariably grow to maximal dimensions and the fiber will again enter a refractory state. After that, recovery will again take place, and so on. Thus, a fiber having a gradual excitability of the $\gamma$ type should be in a state of automatic rhythmic activity.

It is therefore clear that the frequency of excitatory outbursts, or the rhythm of automatic activity, should be entirely determined by the duration of a complete cycle of excitation, including the duration of its increase and recovery of the initial condition of the nerve. In other words, the rhythm of automatic activity depends entirely on that property of the fiber which Vvedenskii called lability. This theoretical conclusion was experimentally confirmed by us (Nasonov, Averbakh and Komarova, 1950; Nasonov and Averbakh, 1951). We shall return to this problem when automatic activity will be discussed in greater detail.

It need not be assumed that the automatically functioning fiber has a $\gamma$ excitability along its entire length. It is sufficient to assume that only a small segment possesses such properties, while the remaining part is excitable according to the $\beta$ curve type. In that case the whole system will
enter a condition of rhythmic activity, since the rhythmic spontaneous impulses originating in segment $\gamma$ will be further transmitted to segments possessing $\beta$ properties. Possibly the automatic cardiac regulatory centers, and other automatically functioning organs (undulating cilia, flagella, etc.), possess $\gamma$ excitability.

From the above data it follows that the three basic types of nervous and muscular activity (local decreasing excitation of the $\alpha$ curve type; excitation spreading without decrement corresponding to curve $\beta$; automatic activity corresponding to curve $\gamma$) should be transformed from one into the other upon simple increase or decrease in excitability of the fiber. This has been experimentally confirmed. Indeed it is known that lowering the excitability of the automatic center of the heart by narcotics can arrest its rhythmic activity, but the capacity to respond to different stimuli by a single contraction is preserved (transition from $\gamma$ to $\beta$). On the other hand, increasing excitability by the action of dehydrating agents, or by agents precipitating calcium, can transform any muscle or nerve into an automatically functioning tissue (transition of $\beta$ into $\gamma$). This assumption is confirmed by analysis of numerous data in the literature and by our own experimental data (Nasonov, Averbakh and Komarova, 1950; Nasonov and Averbakh, 1951; Nasonov and Suzdal'skaya, 1954).

These are, in general terms, the main postulates of the theory of "gradual" propagation of excitation. A number of known facts associated with the origin of the impulse and its propagation are not only well explained by this theory, but included in it. These comprise: 1) the gradual development of subthreshold potentials; 2) their propagation with decrement; 3) a distinctly demarcated threshold dividing the local effect from the propagating impulse; 4) increment of the above-threshold impulse to constant values, and propagation of the impulse during this increment; 5) automatic regulation of the magnitude of the propagating impulse during its passage; 6) transition from local reaction to propagating impulse without decrement, and further, to automatic activity following successive increase in excitability, and so on.

However, this coincidence between the theory developed here and the facts already known may seem insufficiently conclusive. Therefore, we performed a series of original studies aimed at testing this data. Discussion of these studies now follows.

Supramaximal Potentials

According to the theory developed by us, excitation exceeding somewhat the threshold value $a_0$ (Figure 129) should cause (in a $\beta$ type fiber) an increasing, and at the same time steady, action potential. It has already been mentioned that this increase cannot be infinite, and that the action potential reaching point $c$ will move along the fiber, maintaining a constant value equaling $d_e$, since at point $c$ this value acquires the ability to be regulated automatically.

What will be the case, however, if the value of the initial stimulus will be considerably higher not only than the threshold value, but also than the value of the constant propagation peak?
Let us assume that the value of this initial excitation, which we shall further call supramaximal excitation, equals 'of' (Figure 128). Then the value of the local response reaction will be expressed by the segment 'ef'. This value should be greater than the constant peak 'dc' and less than the stimulus 'of' which caused it (this potential we shall further call the supramaximal potential). Point 'e' is located to the right of the bisectrix in the region of decrement. Consequently, spreading along the fiber, the potential 'ef' will drop until the value 'dc' is reached. From here, due to the reasons given above, it will move along further, maintaining its constant value which will be automatically maintained to the very end of the fiber.

It has been stated above that if the action potential is even only slightly higher than the value of 'ab', it should spread with an increment until it reaches the constant value of the peak 'dc' at point 'c'. This propagation with increment was already noted by Hodgkin (1938). Now we have been convinced that the supramaximal potential 'ef' should spread with a decrement until it reaches the same stable value of the constant peak 'dc' at this very point 'c'. This assumption, which is a corollary of our theory, requires experimental confirmation.

It is first necessary to determine the value of the supramaximal potential caused by a supramaximal excitation. One should then compare the value of this potential with that of the constant propagation peak and the length of the fiber segment along which the gradually decreasing propagating impulse reaches a constant peak value should be determined.

Now follows the description of the experiments (Averbakh and Nasonov, 1950). These are given at some length, because we consider them one of the main confirmations of these theoretical considerations.

In all the experiments sciatic nerves of frogs, isolated from the spinal cord to the hallux, were used. During the experiments, the stimulating electrodes were always placed on the nerve in the direction of the spinal cord and the recording electrodes on the opposite, thinner part of the nerve. Thus the fibers under the recording electrodes always conducted impulses at sufficiently strong excitations.

A cathodic oscillograph was used to record the excitation potentials.

As is well known, the oscillogram of the propagating impulse in a multifibered nerve should be evaluated, not by the apex of the peak, but by its area (Erlanger, Bishop and Gasser, 1926). It is not difficult to study the propagating peak if it is sufficiently removed from the site of electric excitation. Also the determination of the value of these areas on the oscillogram by means of a planimeter is not difficult. The loop of the excitatory current can be reduced to a minimum or eliminated under these conditions by a grounded silver plate (tapping). It is much more difficult to determine the value of the local or propagating impulse at the site of excitation or in its immediate vicinity, when the image of the excitatory potential fuses with that of the action potential. However, even in this case it is possible to differentiate quite accurately between these two values.

This was achieved using the experimental scheme described in Figure 130. Here a and b were recording electrodes (O—oscillograph). The tapping of the current was monophasic since the electrode a led the current away from the killed end of the nerve (shaded segment). The distance between a and b was 9-12 mm. Electrode b was grounded, serving at the same
time as one of the stimulating electrodes. The other stimulating electrode 
c was at a distance of 45-47 mm from the former. The value of the local 
reaction under the electrode b was determined. For this purpose the nerve 
was first stimulated by a series of electric shocks in such a way that the 
cathode corresponded to c and the anode to b. The impulses arose only at 
c, reaching electrode b after a certain time interval, following the record-
ing of the loop of stimulating current at b by the oscillogram.

Such an oscillogram is shown 
in Figures 131, D and 132 A. The 
edge directed downward is the posi-
tive loop of the current at b*. At a 
certain distance from it there was a 
hump. This was the peak which 
reached b from a long distance after 
a certain time interval, reaching a 
constant value and having an opposite 
(negative) sign. After taking such 
an oscillogram, we changed the direc-
tion of the stimulating current.

Then the impulses arose at b as the cathode and the images of the local poten-
tial of stimulation and of the negative loop of the stimulating current fused 
on the oscillogram (Figure 131 C and 132 B). In order to find the area cor-
responding only to the potential of the local excitation, using these two os-
cillograms, it was necessary to subtract from the total area (Figure 131 C 
and 132 B), the smaller area corresponding to the loop of the stimulating 
current. This area is shown in Figure 131 D and 132 A in the form of a 
sharp downward directed peak. This subtraction is recorded graphically 
by superimposing Figure 132 A on Figure 132 B, A difference in the 
form of the shaded part of Figure 132 C is then obtained. The area of this 
difference is determined on the Figure by a planimeter and subsequently 
compared with the area of the established propagation peak (Figure 132 D), 
obtained by drawing the contour of the propagation peak on Figure 132 A or 
131 D. However, such a comparison is admissible only if it is certain that 
in both positions of the poles on excitation, all the nerve fibers, without 
exception, are functioning. In such a case the strength of stimulation should 
exceed the threshold values for all fibers comprising the nerve.

To prove the case, it is necessary to increase gradually the strength 
of stimulation, starting from its subthreshold value. At first only the loop 
of current on the oscillogram is seen, directed downward, and no hump 
corresponding to the peak is observed. On reaching the threshold of the 
most sensitive fibers a small hump suddenly appears (Figure 131 B) corres-
dponding to the propagation peaks of these fibers. With further increase in 
the stimulus, the area of the peak on the oscillogram correspondingly in-
creases. This depends on the fact that less and less sensitive fibers join 
the reaction consecutively. Finally, such a strength of stimulation is reached 
where its further increase does not cause an increase in the area of the peak. 
The dimensions of the latter become constant and do not depend on the 
strength of the stimulating current.

* The amplitude of this loop was directly proportional to the voltage of 
stimulating current, which made possible a precise determination of the 
relative strength of excitation in one series of experiments.
FIGURE 131. Oscillograms obtained by the use of the apparatus illustrated in Figure 130 (according to Averbakh and Nasonov, 1950)

A, B—stimuli of threshold strength; C, D—stimuli upon which a constant value of the peak is established; A, C—cathode of electrode b; B, D—cathode of electrode c. Time scale: 1 period corresponds to 1 millisecond.

From this point all the fibers in the nerve conduct the impulse and begin to function as a unit. All our measurements were made under such conditions and there was, therefore, no necessity to experiment with single fibers, as was performed by Hodgkin, who studied subthreshold potentials.

The determination of the local potential following supramaximal excitations was made in the following manner:

1) A prepared nerve was placed on electrodes with the proximal end to c (see Figure 130).

2) The end of the nerve at a was killed by heating.

3) Excitation was performed by separate electric shocks (100 per sec) with the minus sign originally at c. Subsequently, the excitation was gradually strengthened from subthreshold values until the first traces of the propagating peaks appeared on the oscillograph screen (Figure 131B). This picture was photographed and the amplitude of the loop of current measured.

4) The stimulus was increased to a constant value of the peak (Figure 131D). This picture was photographed, after which the poles were changed and the corresponding picture on the screen (Figure 131C) was photographed again.
5) Subtraction of the area was performed on the graphic representation as described above. The difference in areas was measured by a planimeter, corresponding to the value of the local potential at point b (Figure 130). Later, the area of the peak running from point c (Figure 130) was determined on the picture, and the value of the propagating peak (Table 37) recorded. The amplitude of the loop of current was measured (on Figure 131 D). The ratio between this value and the amplitude of the loop of current at a threshold stimulation was a measure of the strength of stimulation in threshold units (Table 37).

6) The stimulus was increased to a maximum, after which all the procedures as described in paragraphs 4 and 5 were repeated.

Table 37 shows the results of measurements performed in this manner (total of 21 measurements).

On the basis of the given data the following conclusions may be drawn. Firstly, on stimulation exceeding the threshold 2-4 times, the value of the local reaction is 1.5-2 times higher than that of the spreading peak. Further, the local reaction to supramaximal stimulation is gradual and does not obey the "all or none" law. At an average strength of stimulation of 1.8 thresholds this reaction is approximately 142%, while at 4.2 thresholds it reaches 193%.

If the local potentials may indeed exceed the value of the propagating peak 1.5-2 times, then it is obvious that on spreading, this potential should gradually decrease until it reaches a constant value. In other words, in a certain sector it should move with decrement. In this connection we decided to determine the duration of this decremental spreading.

This was accomplished by the use of an oscillographic recording of the spreading potential, at various distances from its place of origin. The main experimental difficulty was the necessity to reduce to a minimum, or completely eliminate, the stimulating current in the tapping of the loops. In order to achieve these results two methods were employed. Firstly, in all the experiments with stimulation, electrodes were used in which the anode was a grounded U-shaped silver plate and between them a wire was placed, serving as the cathode (Figure 133, A, c, d, e and Figure 133, B, f, g). The U-shaped grounded anode also served as the plate tapping the loop of

FIGURE 132. Graphic subtraction of areas, for the determination of the value of local reaction (according to Averbakh and Nasonov, 1950)

A, B—oscillograms obtained by the use of the apparatus described in Figure 130. A—recorded at the position c of the cathode (the edge directed downward is the loop of current, the hump above is the peak arriving from electrode c; B—taken at position b of the cathode (the edge directed upward is the local reaction plus the loop of current); C—result of superimposition of A on B, the shaded area corresponding to the value of the local potential. D—area of the peak taken from A, for comparison with the shaded area of the local potential C.
In addition, in some of the experiments (where possible) an additional auxiliary grounded silver plate was used (Figure 133, B, e).

<table>
<thead>
<tr>
<th>No. of experiment</th>
<th>1st determination—local reaction upon establishment of a constant running peak</th>
<th>2nd determination—local reaction upon maximal permissible excitation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>magnitude of stimulus (arbitrary threshold units)</td>
<td>value of local potential (% of constant peak)</td>
</tr>
<tr>
<td>1</td>
<td>1.4</td>
<td>133</td>
</tr>
<tr>
<td>2</td>
<td>1.6</td>
<td>169</td>
</tr>
<tr>
<td>3</td>
<td>3.5</td>
<td>133</td>
</tr>
<tr>
<td>4</td>
<td>1.5</td>
<td>100</td>
</tr>
<tr>
<td>5</td>
<td>2.0</td>
<td>258</td>
</tr>
<tr>
<td>6</td>
<td>1.9</td>
<td>100</td>
</tr>
<tr>
<td>7</td>
<td>2.1</td>
<td>283</td>
</tr>
<tr>
<td>8</td>
<td>1.7</td>
<td>133</td>
</tr>
<tr>
<td>9</td>
<td>1.7</td>
<td>135</td>
</tr>
<tr>
<td>10</td>
<td>1.5</td>
<td>139</td>
</tr>
<tr>
<td>11</td>
<td>1.6</td>
<td>97</td>
</tr>
<tr>
<td>12</td>
<td>—</td>
<td>133</td>
</tr>
<tr>
<td>13</td>
<td>1.5</td>
<td>126</td>
</tr>
<tr>
<td>14</td>
<td>1.5</td>
<td>103</td>
</tr>
<tr>
<td>15</td>
<td>1.7</td>
<td>119</td>
</tr>
<tr>
<td>16</td>
<td>—</td>
<td>144</td>
</tr>
<tr>
<td>17</td>
<td>1.5</td>
<td>119</td>
</tr>
<tr>
<td>18</td>
<td>1.5</td>
<td>148</td>
</tr>
<tr>
<td>19</td>
<td>2.0</td>
<td>107</td>
</tr>
<tr>
<td>20</td>
<td>—</td>
<td>142</td>
</tr>
<tr>
<td>21</td>
<td>2.3</td>
<td>120</td>
</tr>
</tbody>
</table>

| Arithmetic mean  | 1.8 | 141.9 ± 7.0 | 4.2 | 193.3 ± 7.4 |

In the first two series of experiments, the nerve was placed on three stimulating (c, d, e) and two recording (a, b) electrodes. The distal part of the nerve, killed by high temperature (shaded area), was as always, turned toward electrode a. The segment from b to c was so small (4-5 mm), that a plate for tapping the loop of current could not be placed on it. In the first series of experiments the distance from b to c was 4 mm, from b to d—11 mm, and from b to e—30 mm. Subsequently, when the nerve was placed on the electrodes, a strength of stimulation was established which

* To decrease the loops of the excitatory current a bridge was also used, as described by Erlanger, Bishop and Gasser (1928).
was 4 times higher than the threshold for one of the points. The stimulation
was consecutively produced from electrodes c, d, and e, and the oscillo-
grams of the running potentials of excitation were photographed. In all
three cases, the nerve fibers under the recording electrode b conducted
impulses from an equal stimulus. The only difference was in that in the
first case these impulses travelled 4 mm, in the second—11 mm, and in
the third—30 mm.

The areas of the peaks on the oscillograms were measured by a
planimeter and expressed in percentage of the area of the peak which passed
the greatest distance (30 mm), and therefore reached a constant value
(Table 38). Figure 134 shows three such photographs, successively taken
from one and the same nerve. It is clear that the area of the peak A is
considerably larger than that of peaks B and C. Also the area of peak B
is larger than that of peak C.

The oscillograms clearly demonstrate the loops of the stimulating
current. These loops are larger when the stimulating and recording elec-
trodes are closer. The effect of these loops on the dimensions of the areas
of the peaks may be very small. As shown in the oscillograms, the phase
of the loop directed downward from the peak is in direct proximity to the
peak, therefore the loop could only reduce the dimensions of the latter.
This being so, the presence of artifacts of the stimulating current may only
somewhat diminish the dimensions of the existing decrement.

The results of this series of experiments are summarized in Table
38, where each three successive measurements (at a distance of 4, 11 and
30 mm) indicated by the same number of experiments were performed on
different nerves.

From these data (Table 38) it follows that the impulse arising as a
result of a strong stimulus (four times greater than the threshold) exceeds
the magnitude of the constant peak by an average of 71% at a distance of
4 mm from the site of its origin. After travelling 11 mm it diminishes, exceeding the regulated peak only by 18%.

The following series of experiments were performed, with the only difference that the distances between the electrodes varied: between b and c—5 mm, between b and d—15 mm, and between d and e—35 mm (Figure 133, A).

Eighteen experiments on different nerves were performed in all. The results are compiled in Table 39. This shows that the propagating impulse, arising as a result of strong stimulation (4 thresholds), decreases to 139% at a distance of 5 mm from the point of origin, while at a distance of 15 mm it becomes practically equal to the constant peak.

In the previous series it was found that the impulse did not reach constant values even after travelling 11 mm. It exceeded the constant peak by 18%. Consequently, under conditions of these experiments the region of the decrement lies somewhere between 11 and 15 mm.

The apparatus for the third series of experiments is shown in Figure 133, B. Here, near the oscillograph, in addition to the recording electrode A, there are three more electrodes (b, c, d) on the killed segment of the nerve (shaded), each of which may be connected at will by the use of a switch. Further along the nerve there is a grounded silver plate e and two stimulating electrodes f and g, the first of which is placed as close as possible to e, while the other as far as possible, at the very end of the nerve.

In these experiments the distance between the electrodes were as follows: from b to f 17 mm, from c to f—11 mm, and from d to f—5 mm. The distance between the stimulating electrodes f and g was 44 mm.

The experiments were performed in the following manner. After the nerve was placed on the electrodes and its tip, under a, was killed by high temperature, the maximum permissible strength of stimulation, approximately 4 times as strong as the threshold, was given. The recording electrode e, to which impulses were sent successively, at first from f and then from g, was then connected. In the first case the impulse travelled 6 mm, and in the second 50 mm. Both oscillograms were photographed. The first pair of photographs is illustrated in Figure 135, A, B. Both areas were measured and the magnitude of the peak A expressed in percentage of the established peak B originating at a distance. Note that in this series of experiments there were practically no loops of current.
### Table 38

Magnitude of potential along the nerve, at various distances from the stimulating electrode (from the site of origin) (according to Averbakh and Nasonov, 1950)

<table>
<thead>
<tr>
<th>No. of experiment</th>
<th>Relative value of the potential running along the nerve (% of the value of the regulated peak) at the following distance from the stimulating electrode:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4 mm</td>
</tr>
<tr>
<td>1</td>
<td>94</td>
</tr>
<tr>
<td>2</td>
<td>116</td>
</tr>
<tr>
<td>3</td>
<td>127</td>
</tr>
<tr>
<td>4</td>
<td>103</td>
</tr>
<tr>
<td>5</td>
<td>166</td>
</tr>
<tr>
<td>6</td>
<td>137</td>
</tr>
<tr>
<td>7</td>
<td>138</td>
</tr>
<tr>
<td>8</td>
<td>133</td>
</tr>
<tr>
<td>9</td>
<td>274</td>
</tr>
<tr>
<td>10</td>
<td>275</td>
</tr>
<tr>
<td>11</td>
<td>133</td>
</tr>
<tr>
<td>12</td>
<td>250</td>
</tr>
<tr>
<td>13</td>
<td>200</td>
</tr>
<tr>
<td>14</td>
<td>310</td>
</tr>
<tr>
<td>15</td>
<td>215</td>
</tr>
<tr>
<td>16</td>
<td>200</td>
</tr>
<tr>
<td>17</td>
<td>213</td>
</tr>
<tr>
<td>18</td>
<td>100</td>
</tr>
<tr>
<td>19</td>
<td>102</td>
</tr>
<tr>
<td>20</td>
<td>180</td>
</tr>
<tr>
<td>21</td>
<td>143</td>
</tr>
<tr>
<td>22</td>
<td>120</td>
</tr>
<tr>
<td>23</td>
<td>204</td>
</tr>
<tr>
<td>24</td>
<td>174</td>
</tr>
<tr>
<td>25</td>
<td>122</td>
</tr>
<tr>
<td>26</td>
<td>178</td>
</tr>
</tbody>
</table>

Arithmetic mean: $171 \pm 7.7$, $118 \pm 2.3$, 100

Next, the recording electrode c was connected (Figure 133, B) and impulses sent to it as in the previous case, from f (a path of 11 mm) and from g (a path of 55 mm). These were photographed (Figure 135, C, D) and the areas measured, the area of the peak C being expressed as a percentage of that of peak D.

The difference between the areas in this case was smaller than between A and B.

Finally, the electrode b to which impulses were also sent from f was connected (path of 17 mm) and from g (path of 61 mm). The oscillograms (Figure 135 E, F) were treated as in the previous cases. No appreciable differences between the areas of the peaks was observed, although peak E
was somewhat higher than peak P but the latter was wider than the former. In this case, only dispersion of the impulses moving at different velocities along different fibers took place (Erlanger, Bishop and Gasser, 1926). Consequently, at a distance b equaling 17 mm, the impulse already approached a constant value.

Table 39

<table>
<thead>
<tr>
<th>No. of experiment</th>
<th>Relative value of the potential running along the nerve (% of the value of the regulated peak) at the following distance from the stimulating electrode:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5 mm</td>
</tr>
<tr>
<td>1</td>
<td>110</td>
</tr>
<tr>
<td>2</td>
<td>116</td>
</tr>
<tr>
<td>3</td>
<td>125</td>
</tr>
<tr>
<td>4</td>
<td>163</td>
</tr>
<tr>
<td>5</td>
<td>257</td>
</tr>
<tr>
<td>6</td>
<td>177</td>
</tr>
<tr>
<td>7</td>
<td>126</td>
</tr>
<tr>
<td>8</td>
<td>161</td>
</tr>
<tr>
<td>9</td>
<td>104</td>
</tr>
<tr>
<td>10</td>
<td>86</td>
</tr>
<tr>
<td>11</td>
<td>144</td>
</tr>
<tr>
<td>12</td>
<td>159</td>
</tr>
<tr>
<td>13</td>
<td>110</td>
</tr>
<tr>
<td>14</td>
<td>133</td>
</tr>
<tr>
<td>15</td>
<td>149</td>
</tr>
<tr>
<td>16</td>
<td>108</td>
</tr>
<tr>
<td>17</td>
<td>159</td>
</tr>
<tr>
<td>18</td>
<td>114</td>
</tr>
<tr>
<td>Arithmetic mean</td>
<td>139±6.1</td>
</tr>
</tbody>
</table>

The data of this series of experiments are shown in Table 40. In this last series of experiments, under the same strong stimuli (approximately 4 thresholds) a quite clear decremental conduction occurred for a distance of 11-17 mm from the site of stimulation.

Analysis of the data from the four series of experiments makes it possible to follow the changes in magnitude of the spreading impulse caused by supramaximal stimulation, starting from the site of its origin and until the very end of the nerve. Values were obtained for a number of points, each value being an arithmetic mean from 13-26 experiments. These mean values were statistically analyzed and the probable error of the arithmetic mean calculated for each point, indicating the statistical significance of the data obtained. These results are given in Table 41 and illustrated in Figure 136.
From analysis of Table 41, it first of all follows that the data of these different series are satisfactorily corroborated. Thus, for example, determination of the magnitude of local potential (193.3) was performed by quite a different method from the determination of the magnitude of the propagating peak at the nearest point (4 mm). The figure (171.0) shows only a small decrease (from 193 to 171), which is quite understandable, since we are dealing here with propagation with decrement. In this connection it should be noted that the subsequent successive passage of the impulse resulted in a gradual decrease in the value of the potential after each mm.

In two cases in which different methods were used (Tables 38 and 40), the value of the potential was determined at one and the same distance from the stimulating electrode (11 mm), and extremely close figures (120 and 118) were obtained. Thus the figures obtained may be considered to be reliable.

The data in Table 41 show that with a sufficiently strong electric stimulation the local electric reaction of the nerve exceeds the value of the established peak, and spreads with decrement until it becomes equal to the
latter. Only after this, does spreading without decrement begin*. Under conditions of our experiments this excess was almost 100%, and the decrement region spread up to 1 1/4 cm.

Table 40

Magnitude of potential along the nerve, at various distances from the stimulating electrode (from the site of origin) (according to Averbakh and Nasonov, 1950)

<table>
<thead>
<tr>
<th>No. of experiments</th>
<th>Relative value of the potential running along the nerve (% of the value of the regulated peak) at the following distance from the stimulating electrode:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>6 mm</td>
</tr>
<tr>
<td>1</td>
<td>147</td>
</tr>
<tr>
<td>2</td>
<td>213</td>
</tr>
<tr>
<td>3</td>
<td>173</td>
</tr>
<tr>
<td>4</td>
<td>118</td>
</tr>
<tr>
<td>5</td>
<td>144</td>
</tr>
<tr>
<td>6</td>
<td>107</td>
</tr>
<tr>
<td>7</td>
<td>113</td>
</tr>
<tr>
<td>8</td>
<td>122</td>
</tr>
<tr>
<td>9</td>
<td>97</td>
</tr>
<tr>
<td>10</td>
<td>185</td>
</tr>
<tr>
<td>11</td>
<td>107</td>
</tr>
<tr>
<td>12</td>
<td>125</td>
</tr>
<tr>
<td>13</td>
<td>131</td>
</tr>
</tbody>
</table>

Arithmetic mean 137 ± 6.6 120 ± 5.2 97 ± 1.7 100

Thus, the assumption postulated by the theory of "gradual" excitation was entirely confirmed experimentally**.

On the basis of this theory and experimental data, a more or less complete picture can now be formed of the interrelationships between magnitude of stimulus, local reaction and propagating impulse (Figure 129).

* Our data do not contradict at all the data of Erlanger, Bishop and Gasser (1926) which prove conduction of impulse by the nerve without decrement. These authors began their measurement of the areas of propagation peaks at a distance of 14.5 mm from the stimulating electrode, i.e., exactly from that point where, according to our opinion, the decrement which can be detected by ordinary methods, terminates.

** Similar results were obtained by Schmitt and Schmitt (1940) who experimented with single giant fibers of Loligo. According to them, very strong stimuli may cause a local response exceeding in value the amplitude of the propagation peak. This supramaximal potential spreads with decrement until it becomes equal to the value of the propagation peak. Confirmation of this assumption, according to the authors, is given in their Figure 13. Unfortunately, the reader cannot find any such confirmation from this Figure.
At weak subthreshold stimuli, a local gradual reaction takes place spreading with decrement to a very small area. At the threshold stimuli, spreading with increment begins up to point c (Figure 129), from which point the impulse moves on without changing its magnitude, due to a special mechanism of autoregulation previously mentioned. According to Hodgkin (1938), the distance of this incremental run is approximately 0.5 cm (the broken line in Figure 136).

Table 41

<table>
<thead>
<tr>
<th>Distance from the stimulating electrode</th>
<th>Value of the moving potential (% of the constant one)</th>
<th>Probable error of the arithmetic mean</th>
<th>Number of experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>193.3</td>
<td>± 7.4</td>
<td>21</td>
</tr>
<tr>
<td>4</td>
<td>171.0</td>
<td>± 7.7</td>
<td>26</td>
</tr>
<tr>
<td>5</td>
<td>136.0</td>
<td>± 6.1</td>
<td>21</td>
</tr>
<tr>
<td>6</td>
<td>137.0</td>
<td>± 6.6</td>
<td>13</td>
</tr>
<tr>
<td>11</td>
<td>120.0</td>
<td>± 5.2</td>
<td>13</td>
</tr>
<tr>
<td>11</td>
<td>118.0</td>
<td>± 2.3</td>
<td>26</td>
</tr>
<tr>
<td>15</td>
<td>119.0</td>
<td>± 1.9</td>
<td>18</td>
</tr>
<tr>
<td>17</td>
<td>97.0</td>
<td>± 1.7</td>
<td>13</td>
</tr>
<tr>
<td>30</td>
<td>100.0</td>
<td>—</td>
<td>26</td>
</tr>
<tr>
<td>35</td>
<td>100.0</td>
<td>—</td>
<td>18</td>
</tr>
<tr>
<td>50-61</td>
<td>100.0</td>
<td>—</td>
<td>13</td>
</tr>
</tbody>
</table>

It further follows from our theoretical considerations (Figure 129), that if the magnitude of the electric stimulus exactly equals the magnitude of the constant peak, then the potential will spread without decrement from the point of its origin to the very end of the nerve, due to the same mechanism of autoregulation.

Finally, when stimuli exceed the value of the dimensions of the established peak, the local reaction will be greater than this peak (in our experiments almost twice as high); and only upon further passage will it reach the dimensions of the constant peak (at point c in Figure 129). On further spreading, the magnitude of the running peak will be maintained at the same level due to the same mechanism of autoregulation.

* This has been experimentally proven in the experiments by Katz (1937), Hodgkin (1938) and Karasev (1938).

** Vvedenskii stated that certain phenomena connected with the passage of impulses through a narcotized sector may depend on strength of excitation. Recently these statements were confusing to many investigators since according to the "all or none" law, the nerve cannot conduct weak or strong impulses since it always conducts equal impulses ("all"). It has, however, been shown (Nasonov and Rozental', (1952), that at a certain stage of narcosis there is a region of a noticeable decremental propagation in the nerve. The magnitude of the impulse in this case may depend upon the strength of excitation.
FIGURE 136. Change in area (magnitude) of the potential along the nerve, varying with distance from the point of origin at an above-threshold strength of stimulation. The peak moves with decrement for \(1\frac{1}{2}\) cm; subsequently nondecremental conduction is established (according to Averbakh and Nasonov, 1950).

Broken line--incremental run at a threshold strength of stimulation according to Hodgkin's data (1938).

It follows that the value of the established peak is by no means maximal. This is not the "all" required by the "all or none" law. On the contrary, the nerve possesses a more subtle automatic mechanism to regulate the level of the propagating impulse, which in all probability prevents the nerve from being excessively excited, a condition which might cause irreversible changes with the excitation passing into damage of the nerve. The existence of such a mechanism was suggested by Ukhomskii (1930) in his extremely interesting papers devoted to criticism of the "all or none" law. Thus, both experimentally and theoretically, his hypotheses can be confirmed.

The English physiologists, in their attempts to explain the conduction of an impulse according to the "all or none" law, started from "membrane" concepts, according to which the difference between electric potentials observed after stimulation preexisted in the resting non-stimulated fibers. As already stated, they assumed (Rushton, 1937, et al.) that subthreshold electric stimulus caused only partial, gradual depolarization of the cell membrane; while starting from a threshold intensity, the stimulus suddenly depolarized the membrane completely and all the electric energy preexisting in the fiber was explosively released. According to their theory, something similar to an electric "stopper" takes place in the membrane.

In the light of the above data the very essence of the "all or none" law not only loses its meaning but gives a completely opposite picture of the phenomena in nerve and muscle fibers on excitation, and during formation and spread of an impulse. It therefore seems to us more accurate to use the term "auto-regulation of the spreading excitation".

Absolute and Relative Refractory Phases in the Spreading Excitation

It is known experimentally that a stimulated nerve or a muscle fiber is refractory, i.e., nonexcitable or weakly excitable. The membrane theory postulates complete or partial depolarization of the membrane upon stimulation, which interferes with or makes impossible further depolarization, i.e., lowers the excitability of the already stimulated fiber. The protein theory of excitation developed here postulates reversible denaturation of especially sensitive protein molecules of the protoplasm. It is obvious that if such a denaturation took place after excitation, excitability of the fiber would remain lowered until restoration occurred.
It is also known that initially, the stimulated fiber passes a stage of so-called absolute refractoriness, when a stimulus of any strength is not capable of causing a propagating wave of excitation. This stage is suddenly replaced by a stage of relative refractoriness, during which it is possible to cause the appearance of a propagating wave by stimuli considerably exceeding the threshold stimuli of a nonstimulated fiber. Thus, lowered excitability increases gradually with restoration of the original state of the fiber, and either reaches the initial level, or temporarily exceeds it somewhat (hyperexcitation phase according to Vvedenskii). The duration of these stages in nerves of vertebrate animals is measured in thousandths of a second.

The most puzzling thing in the whole picture of recovery of excitability of the nerve is the alternation of the two stages of refractoriness—the absolute and the relative. As far as we know, no attempts were made in the literature to explain this duality. However, these facts seem to contradict the basic assumptions of both supporters of the "all or none" law and their antagonists. Indeed, for the former it would be natural to expect the sudden appearance of initial excitability, i.e., only of the absolute refractory phase; while for the latter, it would be more understandable if a gradual recovery of excitability would occur from the very beginning of the process, i.e., existence of only relative refractoriness. However, the obligatory alternation of the two phases, we repeat, is not comprehensible from either point of view.

As will be shown later, the theory of gradual excitation gives an exhaustive explanation of the alternation of the absolute and relative refractory phases (Nasonov and Rozental', 1952).

Let us assume that we are dealing with a nerve fiber, the excitability of which is characterized by curve I (Figure 137). The first intersection of this curve with the bisectrix will determine the value of the threshold of the fiber (oh). The second intersection (g) will determine the value of the constant peak (ng). Now let us assume that the fiber was stimulated and became refractory, i.e., its excitability decreased. How can decreased excitability be described on the graph? Obviously a new situation exists in the fiber, since it responds to stimuli of the same strength by a weaker response reaction. Consequently, this condition will be described on the graph by an S-shaped curve, all the points of which are located lower than the points of a curve with higher excitability.

Let us imagine that a considerable decrease in excitability takes place, corresponding to curve IX (Figure 137). All the points of this curve lie below the bisectrix and, consequently, stimulation of any strength will cause a response reaction spreading only with decrement. This reaction will rapidly die away, encompassing only a limited segment of the fiber.
(local reaction), and therefore conduction without decrement will not take place. In other words, we will have what is really observed during the absolute refractory phase. Further, excitability of the fiber will gradually be restored and can be expressed successively by curves VIII, VII, VI and V. The excitability of the fiber increases continuously, however, until the curve touches the bisectrix. It will conduct only with decrement, and consequently only a local response will arise, i.e., the fiber will still be in a state of so-called absolute refractoriness.

As soon as the excitability curve touches, or only slightly intersects with the bisectrix (Figure IV), the properties of the fiber will at once suddenly change. Starting at this point, the fiber will acquire the ability to conduct excitation without decrement, for any distance whatsoever. Nevertheless, its threshold (oh) is considerably higher than the initial threshold (oi). Here the relative refractory phase begins, in which an impulse spreading without decrement may be obtained, but by stronger stimuli.

Further, the restoration process of the fiber continues, and correspondingly, the curve characterizing its excitability successively acquires positions III, II and finally I. The magnitude of the thresholds diminishes progressively in the process (oj, oi, oh) and the value of the peaks increases (el, fm, gn), until both reach the initial dimensions.

In the presence of an excitation phase matters do not stop at this point, and the excitability of the fiber may temporarily increase, corresponding to any figure located by all its points above curve I.

It follows that the theory of gradual excitation postulates and explains the whole course of events observed in the experiment, while studying the refractoriness of the stimulated fiber. Moreover, this theory allows certain phenomena to be predicted which were hitherto not observed experimentally. Thus, it has been previously assumed that in continuation of the absolute refractory phase, the fiber completely loses its excitability. From our considerations it follows that at this stage the fiber loses only the ability to create new waves of excitation transmitted without decrement to any distances. At the same time it may respond to stimulation by a local reaction spreading with decrement for a certain distance along the fiber. Therefore it may be forecast that, if at the moment when the maximum peak passes through the fiber, additional stimulation is applied, the value of this peak will increase. Later, on further passage, it will decrease to constant values. We assume that this consequence of the theory may be experimentally checked. This has been indirectly proved by our work with Averbakh (Averbakh and Nasonov, 1950). In any case, if it is true, then the "absolute refractory phase" can in no way be considered absolute, because during this phase the fiber is still capable of responding to stimulations by local reactions spreading with decrement*.

* Rosenblueth (1952), who obtained a local response to a strong anodic stimulus applied during the absolute refractory period, came to the very same conclusions.
From the theory of gradual excitation it follows that there is no basic difference between a fast-moving, spreading excitation, and a local, slowly-repaired stable excitation or parabiosis. This concept of the nature of excitation is the basis of Vvedenskii's theory of parabiosis (see also Nasonov and Sudal'skaya, 1948; Nasonov, 1948b; Grindel and Rusinov, 1949; Averbakh and Nasonov, 1950).

Indeed, if the excitant acts on any nerve segment for the duration of a relatively long time period, it causes more or less stable, slowly-repaired changes which are called parabiosis by the followers of the Vvedenskii-Ukhomskii school. Here a stable electronegativity and a state of local narcosis is observed (partial or complete nonexcitability), which may be considered as analogous to refractivity of the spreading stimulus. This condition may be caused by any chemical or physical agent; including the cathode of direct current.

If the electric mechanism of spread of excitation is accepted, it must be assumed that any point of the nerve fiber on passage of an impulse should be subjected to the action of a cathode. Thus it enters a state of parabiosis with all the characteristic features of the latter, including electronegativity and reduced excitability, which we call the "absolute and relative refractory period". The only difference between such propagating excitation, and cathodic parabiosis or electronarcosis, will be its extreme shortness. This is explained by the special mechanism of impulse transmission, during which the action of electric current is at once eliminated as soon as the adjacent segment of the fiber is stimulated. If this is so, then the same considerations may be applied to local narcosis of a fiber segment as those proposed for refractivity of the propagating impulse.

Let us assume that the fiber is characterized by excitability of curve I (Figure 137). Its threshold, therefore, equals 'oh' and the value of the propagation peak - 'ng'. We shall subject this fiber to the protracted action of a certain irritant (salt solution, acid, alkali, narcotic agent, high temperature, cathode of direct current, etc.). At the onset of this action, the excitability of the fiber, as shown by the experiment, will increase somewhat and be followed by a continuous decrease. This process should be reflected in the gradual decrease of the S-shaped curve. The latter will successively acquire the positions II, III, IV, V, VI, VII, VIII and IX (Figure 137). Let us see how the properties of the fiber change in the process. It is not difficult to be convinced that here, as in the case of a propagating impulse, two phases sharply divided from each other are observed. Initially, during progressively deepening narcosis, the curve will acquire positions corresponding first to II and later to III and IV. Each of those curves differs from the previous one in that the threshold increases (oh < o1 < o2 < o3), the

* "And thus we find quite a number of similar features in the moving wave of excitation and in the condition of parabiosis which may be considered as a kind of a stationary excitation wave", says Ukhomskii (1945, p.47).

And indeed, let us imagine that we succeeded in stopping a running excitation wave at the moment of maximum peak in the stage of absolute refractivity. Investigation of such a fiber would lead us to the conclusion that it was in a state of deep reversible narcosis caused by the cathode of electric current.
value of the threshold excitation increases (ah < bi < cj < dk), and the amplitude of the propagation peak decreases (gn > fm > el > dk).

This fact, consequent to our theoretical considerations, was experimentally observed by Hodgkin (1938) on inhibiting the excitability of a nerve fiber by potassium chloride, and during the relative refractory phase. Hodgkin showed that under these conditions the value of the threshold potential really increases, while the value of the propagation peak falls.

In certain papers the ratio between the value of the propagating impulse and the threshold is described under the title of "safety factor". There are indications that on narcotization of the nerve, the safety factor decreases (Hodgkin, 1938; Katz, 1939; Schmitt and Schmitt, 1940; Pumphrey, Schmitt and Young, 1940). This is directly postulated by our theory. Further, assuming that the peak of threshold potential on the graph lies always on the bisectrix of the coordinate angle, where x = y, it may be postulated that with changes in excitability the value of the threshold excitation should be directly proportional to the value of the threshold potential. This hypothesis, following from the theory, may be quantitatively verified on a single fiber. At the same time, during the whole phase of narcosis the curves still intersect with the bisectrix and therefore, in this period, the capacity of impulse transmission without decrement should still be maintained, i.e., the capacity of excitation, for any distance whatsoever, was determined only by the length of the fiber. This first stage of narcosis corresponds to the relative refractory period, since during this period nondecremental conduction may occur after applying a stimulus of greater magnitude. This period terminates by the position IV of the curve, when the latter touches the bisectrix, and where the value of the threshold becomes equal to the value of the peak and to the value of threshold excitation (ok = dk).

However, as soon as the curve of the narcotized fiber falls even slightly below the bisectrix (Figure 137, curve V), the properties of the fiber should change at once and basically. Such a curve will lie with all its points below the bisectrix and therefore a nerve narcotized to such an extent is able to conduct only with decrement. The conduction is limited to a certain small distance and consequently, from this moment on, local excitation will take place.*

Thus, the postulates of the theory of "gradual" excitation are as follows:
1. On narcotization, the nerve or muscle fiber, similarly to a fiber along which an excitation wave is propagated, should pass through two successive periods of decreased excitability—a relative and an absolute refractivity.

2. During the first relative refractory period, gradual decrease in excitability (increase in thresholds) and decrease in the amplitude of conducted impulse should take place. Nevertheless, the ability of unlimited nondecremental conduction is preserved.

3. The first period should suddenly pass into the second—the absolute refractory period, characterized by conduction with decrement. During this

* At the beginning of this chapter it was mentioned that strictly speaking, even a subthreshold excitation of the nerve fiber is a spreading and not a local one, since it is also propagated, but, contrary to the above-threshold one, with decrement. However, a more or less steep decrement determines the limits of spread of such an excitation and provides a reason for designating it as a local excitation.
period, stimuli of any strength may cause only a local reaction and cannot originate a wave of unlimited spreading excitation.

It will later be seen, how far these requirements are confirmed by experiments. In this respect, two problems must be solved. The first is that of changing excitability of the nerve with narcosis. The second is that of conduction of an impulse with decrement in a narcotized nerve.

Regarding the first, a great many studies are available (Szpilman and Luschinger, 1881; Verigo, 1899; Vvedenskii, 1901; Dendrinos, 1901; Fröhlich, 1904; Kato, 1924, 1934, and others), but all these studies were technically imperfect. A nerve-muscle preparation was used. The nerve was put through a narcosis chamber into which stimulating electrodes were introduced, and excitability was judged by muscle contraction. After the muscular reaction stopped, excitability was said to have disappeared, although in reality it could only have been said that the impulse could, for some reason, not pass to the nonnarcotized part of the nerve. The method did not permit any assessment of whether the impulse appeared under the electrodes, and what the nature of its spread within the chamber was. In addition, with such a method, a diffusion gradient of the narcotic agent always forms within the nerve, at the borders of the chamber, as a result of which an apparent decrement in conduction may form, due to unequal concentration of the narcotic agent along the diffusion gradient.

In order to avoid these shortcomings, the nerve was totally narcotized in all our experiments, and excitability of its different sectors was judged from oscillograms (Nasonov and Rozental, 1952).

A desiccator of 5 liter total capacity (Figure 138) was used as the narcosis chamber. A glass support was fixed to the stopper in its lid (b), and two pairs of electrodes (c-excitatory and e-recording) and a grounded plate d were attached to it. The distance between electrodes c and e was 4.5 cm. An isolated frog's sciatic nerve was placed on the electrodes and on the plate. The proximal end of the nerve was stimulated; 100 ml of Ringer's solution were poured into the lower part of the desiccator (a). The rim of the desiccator was smeared with vaseline, the desiccator was closed, and the nerve was thus kept in a moist chamber. For 3-8 minutes the thresholds of excitability of the nerve were determined by the first noticeable disturbances of the horizontal passage of the ray on the oscillograph screen.

After this the lid of the desiccator, together with electrodes and nerve, were lifted and the Ringer's solution was replaced by the same amount (100 ml) of solution containing the narcotic. The lid was replaced. The narcotic vapors began to fill the space of the chamber and the nerve was gradually narcotized. During this time the thresholds were determined at one minute intervals, up to the complete disappearance of any traces of nervous activity on the oscillograph at maximal stimulation. One-two minutes later, the lid (with the electrodes) was again lifted and transferred to another desiccator into which pure Ringer's solution was poured. From that moment restoration of nerve excitability started, which, as before, was accompanied by determinations of the thresholds at one minute intervals and by photographing the oscillograms.

Solutions of 0.5-2% chloroform, 10% ethyl alcohol, 1.5% ethyl ether, and 0.4% ammonia were used as narcotics.

-------------------
* For ammonia weight concentrations are given, while for the other substances, volume concentrations are given.
The excitatory electrodes were removed from the recording electrodes as far as the length of the nerve allowed (4.5 cm). This ensured that the electrodes recorded only the nondecrementally conducted effect, because, as will be seen later, local excitation spreading with decrement encompasses much shorter segments of the nerve. The results of these investigations are illustrated in Figure 138.

Six to ten experiments were performed with each narcotic. They all gave the same results and therefore, in Figure 139, only some of them are given.

The experiment with 2% chloroform may be considered typical (Figure 139, A). Here, immediately after placing the nerve in the narcotic vapors (first arrow), a transitory slight rise in excitability (20%), lasting about 1.5 minutes, was observed. This is the stage of increased excitability according to Vvedenskii. This was observed after the action of all the agents tested, with the exception of ether. Furthermore, narcotization of the nerve was sharply divided into two stages. At the beginning, excitability decreased quite rapidly, but on checking excitability at one-minute intervals the graduality of this process was readily seen. At the ninth minute of narcosis, when excitability decreased to 55%, it suddenly dropped to zero. This transition from gradual change to absolute disappearance of conducting effect is as postulated by our theory. It corresponds to a drop in the curve of excitability below the bisectrix (from curve IV to curve V, see Figure 137) and to the transition from a nondecremental conduction to spreading with decrement, which cannot be observed at such a far distance. Our instrument allowed for registering of manifold increases in excitation; however, no stimuli could now cause conduction without decrement. This is the absolute refractory period.

Two minutes after the onset of this period, the narcotic action was eliminated (second arrow), and the threshold was checked at 1 minute intervals. As seen from Figure 139, A, excitability returned at once with a similar sharp peak as seen at its disappearance before, and to a considerable level, very close to the initial one (about 55%). This also agrees with the requirements of the theory. At that moment, the excitability curve again touched the bisectrix (Figure 137, curve IV) at the same point at which it departed. At this stage the absolute refractory period is replaced by the relative refractory period. During the latter, conduction effect may be obtained, but for this a stronger excitation is required. Later, excitability

* It will be shown later that during this phase the nerve really responded to local excitation, spreading with decrement, which may be recorded by the electrodes located near the site of stimulation (see Figure 148).
gradually increased and finally reached the initial level. Consequently, the recovery curve is characteristic in that it does not depart gradually from the zero level but rises almost vertically.

In Figure 139, B, a common situation is described, where after a short increase in excitability the nerve rapidly enters a state of narcosis. In these conditions, on transition to narcosis it is difficult to differentiate between the relative and absolute refractory periods, but the dividing line between these periods is very clearly seen during repair. The same situation occurs after the action of ether (Figure 139, E), but here the stage of increased excitability is entirely absent. It is highly probable that this stage is not observed here because the process of narcotization is too rapid*.

In the process of repair, excitability not only reaches the initial level but somewhat exceeds it (Figure 139, B). This frequently observed phenomenon may be compared with the exaltation phase of Vvedenskii, which the British authors call super-normal.

* Fröhlich (1904) was also unable to demonstrate a stage of increased excitability with ether narcosis, while a number of authors had previously observed it with other narcotics (Efron, 1885; Gad, 1888, 1889; Vvedenskii, 1901 and others).
Figure 139, C, D, illustrates narcotization by 10% ethyl alcohol and by ammonia vapors. The same stages of narcosis occur as with chloroform. First there is a state of increased excitability (especially manifest due to NH3), followed by a relative refractoriness characterized by a gradual decrease in excitability. Later, there is a sudden complete disappearance of the effect, corresponding to the absolute refractory period. Here, as in the case of chloroform, restoration of excitability occurs suddenly, with a "jump", approximately to the initial level, followed by gradual return to normal.

In our opinion, there is no basic difference between the phenomena observed when the nerve fiber emerges from the refractory state during stable and propagating excitation. The difference is purely quantitative. In the first case, the action of the excitant is a protracted one, and the phenomenon itself lasts tens of minutes and even more. In the second case, the action of the agent is very short-lived and relatively intense, and therefore the entire process is measured in milliseconds.

Figure 139, F, shows (for comparison) a curve of the change of excitability of the nerve on emerging from the excitation state. It is not difficult to see the similarity between this curve and the picture of restoration after narcosis (compare Figure 139, E and F). The whole process of repair is also divided into an absolute and relative refractory periods. Here the curve of excitability also rises almost perpendicularly to the abscissa, and does not depart from it gradually as might have been expected. And, finally, here too, as in the case of narcosis, excitability is sometimes restored only to the initial level, but in certain cases exceeds the latter, passing into a state of hyperexcitability. Previously it had been shown that in both cases these similar phenomena can be given the same explanation.

Recently, independently of us, and on the basis of purely empirical data, Bullock and Turner (1950) came to the same conclusions, working with isolated giant nerve fibers of the earthworm Lumbricus terrestris, Marphysa, and the decapod Panulirus. Figure 140 schematically illustrates their experiment, where in addition to the excitatory electrodes (P) there are a pair of tapping electrodes I, and at a certain distance from them a pair of tapping electrodes II.

In the region of the electrodes I the nerve was subjected to the action of various agents which inhibit excitability (narcotics, reexcitation, direct current). The level of the peak changed with time in the manner described above. At first a gradual decrease in its amplitude (I, 1-3) was seen, but conduction of the impulse to the distant electrodes of the nonnarcotized region was preserved (II, 1-3). This phase corresponded to the relative refractory phase of narcosis. On further deepening of narcosis the picture changed sharply, after the value of the peak decreased by 25% from the initial value. Conduction of the impulse to the distant electrodes (II) ceased and only a local effect was seen in the narcotized region (I, 4, 5), and which gradually faded away.
Thus, the requirements of the theory concerned with changes in excitability of the nerve on narcotization were fully confirmed.

Conduction of Impulse with Decrement in a Narcotized Nerve

The previous chapter discussed in detail the question of how, from the point of view of the theory of gradual conduction, narcosis would affect the excitation wave passing along the nerve. It has been said that the theory postulates two successive phases of action of the narcotic. In the first phase (relative refractory period) narcosis only diminishes the amplitude of propagating impulse and increases the threshold (lower excitability), whereupon spreading will occur without decrement. If only a sector of the nerve is narcotized, then the impulse that has reached this sector through the normal fiber should decrease in amplitude on entering into the narcotized region, but will continue to spread without decrement. On emerging from the narcotized region, the amplitude of the impulse will return to normal, corresponding to the impulse of the normal fibers.

On further deepening of narcosis this first period abruptly passes into the second one—the absolute refractory period. At this stage the nerve at once loses its ability to conduct impulses without decrement. While moving, the value of the impulse rapidly decreases and only a small limited area is involved in the excitation. The nerve loses its ability to conduct excitation without decrement, and may respond only by a local reaction to any stimulus, no matter how strong.

However, a sharp jump from one phase to the other may be expected only in the case of an isolated fiber. Working with a nerve consisting of many fibers, this transition should be more gradual, since in the intermediate stages of narcosis some of the fibers easily succumb to the effect of the narcotic. They start to pass into the absolute refractory period and conduct, at the beginning with a mild, and subsequently with a more and more steep decrement. This gradual admixture of less excited fibers creates the impression of a gradually increasing decremental conduction in the entire nerve. With deeper narcosis all the fibers should conduct the stimulus with a more or less steep excitation decrement.

This is what could be expected theoretically. What is observed in fact?

At the turn of the century, numerous papers appeared in which the authors (in the majority of cases on the basis of indirect evidence), supported the theory that conduction of impulses, in the narcotized nerve, occurred with decrement (Szpilman and Luschinger, 1881; Dendrinos, 1901; Boruttau and Fröhlich, 1904; Lodholz, 1913; Lucas, 1913, 1917; Verworn, 1914; Vorontsov, 1931; Rezvyakov, 1930, 1934). The main argument cited in favor of this theory was the observation made by a number of investigators, that under otherwise equal conditions, a long sector of the nerve is more rapidly narcotized than a short one (Szpilman and Luschinger, 1881; Verigo, 1899; Fröhlich, 1904 and others).

Besides this main concept others were also postulated. Thus, Boruttau and Fröhlich (1904) showed that when a nerve was narcotized, there was always a greater negative oscillation of the current of rest in the region closer.
to the excitatory electrode, than in the more distal sectors. Lucas (1913) postulated that change in the interval of summation in different sectors of the narcotized nerve indicates the existence of an excitation decrement. Finally, in order to confirm the presence of decrement during narcosis it was said that the narcotized nerve which ceased to respond to excitation began again to react when stimulus intensity was increased. That in this case the action of current loops was not a contributing factor was proved by the fact that the effect ceased on constriction of the nerve, or on pressure applied to it.

It seemed that the fact of decremental conduction of an excitatory impulse by a narcotized nerve was widely accepted. However, this question was revised after a series of investigations by the Japanese physiologist Kato (1924, 1934) and his co-workers.

Kato is an extreme supporter of the theory, in our opinion an erroneous one, that excitation occurs entirely according to the "all or none" law. Therefore, a priori, he denied the possibility of decremental conduction, mainly on the grounds that such a conduction basically contradicts the above law (Kato, 1924). He attempted to prove his point by many ingenious experiments on isolated nerve fibers (Kato, 1934).

The influence of Kato's works on physiologists was so marked, that some of the followers of the "decremental" theory of conduction retracted their previous opinions in print (Davis, Forbes, Brunswick and Hopkins, 1926). The solution to the problem of impulse conduction during narcosis was thought to be the concept of nondecremental conduction (Heinbecker, 1929; Lanczos, 1930; Davis, Forbes, Brunswick and Hopkins, 1926; Tasaki, 1939 and others).

Among Vvedenskii's followers there is no agreement on this problem. While Vorontsov (1931) and Rezvyakov (1930, 1934) express themselves in favor of the decrement theory, Ukhtomskii (1927) (if only on the basis of theoretical considerations), rejected decremental conduction. Makarov (1932) cites data both in favor of and against the two opposite points of view.

What then are the arguments against decremental conduction during narcosis?

One of the most convincing studies in favor of decrement was one dealing with the effect of the length of the narcotized nerve segment on the speed of onset of nonconductivity in this segment. Verigo (1899) studied this relationship in a nerve narcotized by alcohol and chloroform vapor, and he was the first to express it graphically in the form of a curve.

![FIGURE 141. Relationship between the limit length of the narcotized segment of the nerve, and duration of narcotization](image)

A—ethyl alcohol (according to Verigo, 1899); B—ethyl alcohol (according to Frölich, 1904); C—temperature of 37°C (according to Makarov, 1932); D—mechanical pressure (according to Makarov, 1939); E, F—theoretical curve (according to Nasonov and Rozental', 1952).
(Figure 141, A). Later, the same relationship was studied by Fröhlich (1904) for the action of ether on the nerve of a frog. Figure 141, B shows a curve plotted from his data. Makarov (1932, 1939) studied the effect of the length of the nerve segment on speed of onset of nonexcitability under the influence of high temperature (37°C). Figure 141, C shows a curve plotted from his data. In addition, Makarov observed the same results under the influence of mechanical pressure (by plates of various lengths) on the nerve (Figure 142, D).

The four cases mentioned are characterized by very similar curves, the two lines of which approach asymptotically 2 mutually perpendicular straight lines. The lower asymptote is parallel to the abscissa, located at a distance of 10 minutes from it.*

Verigo (1899) drew attention to the fact that a simple inversely proportional relationship between the length of the segment and duration of narcosis is not correct, and that this relationship is obviously more complicated. The only fact which in his opinion may be deduced is that the length of the nerve segment considerably affects the speed of narcotization of short segments (approximately up to 5 mm), this dependence being extremely slight further on. Makarov (1932, p.136), stated this dependence as follows: "Experiments with heating various lengths of the same nerves of one frog have shown that if the heated areas of the nerves were not longer than 8-10 mm, conductivity disappeared later, the shorter the heated area. However, increase of the heated area over 10 mm did not affect the time of disappearance of conductivity.

Finally, Kato (1924, 1934), experimenting with isolated fibers and with whole nerves, observed the same regularity. Working with small segments of a nerve (in chambers less than 6 mm in length) the dependence of speed of narcosis on the length of the segment was clearly defined, but as soon as Kato used larger segments (chambers longer than 1 cm) conduction ceased independently of the length of the nerve segment. Since Kato was an extreme supporter of the "all or none" law he was obliged at all costs to refute the existence of decrement during narcosis. That is why he was also forced to refute the relationship speed of narcosis to the length of the nerve segment. He considered this dependence to be an artifact, explained by the fact that in small chambers the diffusion gradient of the narcotic substance affects the nerve throughout its entire length. It should be said, however, that even according to his supporters such as Davis, Forbes, Brunswic and Hopkins (1926), Kato presented no direct confirmation of this explanation. But at the same time, his further experiments which were aimed at refuting the theory of decremental conduction were performed with larger nerve segments, i.e., in the region where according to the data of Verigo (1899), Fröhlich (1904), Makarov (1932) and others, the dependent relationship between the time of narcosis and length of the nerve is almost nonexistent.

---

* In the paper by Verigo (1899) the upper branch of the curve (Figure 141, A) approaches asymptotically a certain straight line parallel to the ordinate, removed from it by approximately 2 mm. However, this was not confirmed by later studies, and as shown in Figure 141, the upper branch of the curve approaches asymptotically directly to the ordinate axis, in the data of all the other authors.
These data have been analyzed in detail, since they were the source of Kato's main error. He assumed that in those cases where it occurs, decrement during narcosis was related to the diffusion gradient of the narcotic substance at the edge of the chamber.

How can this peculiar regularity be explained, according to which the relationship between the speed of narcosis and the length of the nerve segment is readily observed in short segments and is practically nonexistent in long ones?

Makarov (1932) postulated that these phenomena seemingly contradict the ideas of decremental conduction of an impulse in a narcotized segment. We shall attempt to show that no such contradiction exists.

We will attempt to describe the series of changes in the value of the impulse peak on passage through a nerve segment in varying stages of narcosis. This may be done quite objectively, starting from the two basic postulates, namely, that the electric response reaction of the nerve is always gradual and may be expressed by an S-shaped curve (Figure 137), and that spread of impulses in the nerve occurs by an electric mechanism according to the principle of "small currents".

Figure 143 shows a schematic illustration of a narcosis chamber through which nerve ab is drawn. It is assumed that the whole nerve segment within the chamber is evenly narcotized without a diffusion gradient at the edge of the chamber, and that each nerve fiber becomes gradually narcotized, successively passing the stages characterized by excitability curves from I to IX (Figure 137).

According to the theory of "small currents," any nerve segment on being stimulated becomes electronegative in relation to the adjacent non-stimulated segment. Due to this fact, an electric current arises, closing the nerve outside in the direction from nonstimulated to stimulated segment. This current stimulates the resting segment, as a result of which the latter becomes electronegative in relation to the following nonstimulated one and, in its turn, stimulates the latter, and so on.

Let us now imagine that an impulse was propagated along a normal nerve, reaching the border of the chamber. The excitability of such a nerve is characterized by curve I (Figure 137), and the value of its peak (ng) will equal 26.3 arbitrary units. Let us assume that the nerve segment (Figure 142) is narcotized to a degree corresponding to curve V (Figure 137). This curve is given separately in Figure 143. It lies below the bisectrix and therefore the impulse should spread with decrement. Since the value of the peak of the last healthy segment is 26.3, the first narcotized segment is subjected to a stimulation equal to 26.3. In order to find the response reaction of this segment, we take 26.3 on the abscissa and on the ordinate find the value of the response reaction, which is 16.5 (Figure 143). This will be the intensity of electric response which will be developed by segment I (Figure 142), acting on the adjacent segment 2. In order to find the response reaction of this segment we take the value of 16.5 on the abscissa of the curve (Figure 143) and on the ordinate find the value of 13.7. In a similar way we find the value for each segment: for 3—12.1, for 4—11.1, for 5—10.4, for 6—9.8, for 7—9.3, for 8—8.8, for 9—8.3, for 10—7.9, for 11—7.3, for 12—6.7, for 13—6.0, for 14—5.2, for 15—4.1, for 16—2.8, for 17—1.3, for 18—0.4 and finally for 19—0.1.

Taking successive segments on the abscissa of Figure 142 and the corresponding values of response reactions on the ordinate, we construct
curve V, describing the change in value of the electric peak on passage of an impulse with decrement along the narcotized nerve segment. As seen from Figure 142, such an impulse will not leave the chamber, fading away in it. The curve of this fading away is extremely characteristic. At the beginning, the value of the peak falls rapidly, subsequently forming a certain plateau, and finally it steeply approaches the abscissa. This is the curve of an impulse in the decremental stage of narcosis (absolute refractory period).

In a similar way the curve of the impulse is constructed in the stage of nondecremental conduction during narcosis (relative refractory period). Let us imagine that the nerve segment is narcotized to a condition corresponding to curve III, Figure 137. This curve is illustrated separately in Figure 144.

We already know that an impulse reaching the chamber by propagation along a healthy nerve has a peak of 26.3, and therefore this will be the value of excitation of segment 1 of the narcotized nerve. Taking 26.3 on the abscissa of Figure 144, we find the value of the response reaction of this segment to be 19.2. Figure 144 shows the segment of the curve located below the bisectrix; consequently, further spread of the impulse should occur with decrement, until the impulse will reach the point of intersection of the curve with the bisectrix. Therefore using the same method of graphical determination of the value of the moving peak we find that segment 2 will give a smaller value—17.3, segment 3—16.3, segment 4—15.7, segment 5—15.4, segment 6—15.2. The subsequent ones will, by infinitesimal decrease, approach the constant value 15.0, corresponding to the point of intersection of the curve with the bisectrix. Further on, the peak will be maintained at

FIGURE 142. Theoretical curves of change of the value of the impulse after its passage through a narcotized nerve segment (according to Nasonov and Rozental, 1952)

Rectangle—schematic illustration of narcotization chamber; ab—conducting fiber.
For other explanations see text.
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the same level and curve III (Figure 142) will run practically parallel to the abscissa. Thus, a nondecremental spread of impulse on a lower level will be achieved inside the narcotic chamber (see curve III, Figure 142).

**Figure 143.** Excitability curve (curve V, Figure 137) according to which a theoretical curve of change of the value of the impulse (curve V, Figure 142) is constructed (according to Nasonov and Rozental', 1952)

**Figure 144.** Excitability curve (curve III, Figure 137) according to which the theoretical curve of change of value of the impulse (curve III, Figure 142), is constructed; (according to Nasonov and Rozental', 1952)

Having reached the border of the chamber (segment 25) at a constant level of 15.0, the impulse will begin to stimulate the nearest normal nerve segment located outside the chamber (segment 26). The excitability of this segment is characterized by curve I (Figure 137). This curve is illustrated separately in Figure 145. A stimulus of value 15.0 will give here a response reaction of 20.3, whereby we arrive at a segment of the curve located above the bisectrix and consequently obtain an increment in impulse. Indeed, a stimulus of 20.3 will cause a response of 24.2, the latter will give 25.8, then 26.2 and subsequently a series of values will follow, infinitesimally approaching the constant value of 26.3—the point of intersection of the curve with the bisectrix. The course of this rising segment of curve III is described in the right-hand part of Figure 142. It can be seen here that after leaving the chamber the impulse starts to move with a steep increment until it reaches its initial level which is 26.3.

Using this graphic method, curves of the change of value of propagating impulses for all those stages of narcosis may objectively be constructed with excitability curves described in Figure 137 (from I to IX).

Using the above graphic method a curve of change may be constructed of the peak, after above-threshold and subthreshold stimulation of the normal nerve. Figure 146, A shows an S-shaped excitability curve of the nerve, whose threshold is 5.0. Upon stimulation equal to 5.2, a response of 5.4 occurs in segment 1. Stimulation of 5.4 will cause a response of 5.8 in segment 2, etc. According to these numbers the curve a in Figure 146, B, is constructed, describing the initial change of the value of the spreading peak following an above-threshold stimulation.

Subsequently, a subthreshold stimulus (4.8) is given, and a curve of decremental spreading, of a subthreshold local reaction (b) is thus obtained.
At the beginning of curve a, a certain latency is seen with a small increase in the peak and then a steep rise to the value of the constant peak (= 20).

At the beginning of this chapter it was mentioned that Hodgkin (1933), studying the appearance of excitation in the nerve fiber of the crab observed, purely empirically, phenomena which are exactly reproduced by our theoretical considerations. Following above-threshold stimulation, the excitation arising in Hodgkin's experiment also passed through a short latency at first. After this the excitation rapidly increased, reaching constant dimensions of the peak (Figure 146, C, curve a). Subthreshold excitation, as in our experiments, spread with a decrement (Figure 146, C, curve b).

In Figure 142 two phases sharply divided from each other are seen. In the first phase (from I to IV) the impulse fell steeply to a certain level and continued without decrement. Leaving the chamber, it increased steeply to the initial level and spread further without change. On further deepening of narcosis, the course of the impulse changed sharply and the second phase followed—spreading with decrement (from V to IX). The first phase at once passed into the second, as soon as the excitability curve on Figure 137 fell below the bisectrix.

Figure 142 shows that impulses moving in accordance with curves V-IX fade before reaching the borders of the chamber. However, it is easy to understand that in shorter chambers even an impulse spreading with decrement may turn out to be an above-threshold one at the end of the chamber and then, upon leaving the chamber, will begin to move with increment to its initial level.

Regeneration of this kind of impulse which previously decreased in the region of narcosis, after its exit into the normal region of the nerve, was, in fact, observed by Bullock and Turner (1950) on giant isolated nerve fibers of certain worms and crustaceans.

If a dotted horizontal line is drawn on Figure 142 at the level of the threshold (in our case 4.5) it is not difficult for each of our curves (from V to IX) to find a length of a chamber at which the impulse will not fade but will be able, after leaving the chamber, to increase back to the initial value and to move on further without decrement. This length is determined by the intersection of the curves with the horizontal level of the threshold. An impulse running according to curve V will be able to pass through a chamber not longer than 14.7. For curve VI the limit of the length of the chamber is 8.9, for curve VII—5.5, for curve VIII—2.7 and finally, for curve IX—1.0.

This is how our theory explains the relationship between depth of narcosis and length of the narcotized segment of the nerve. The majority of investigators express the former by the time limit of narcotization during which the impulse can still pass through a chamber of a certain length.
They give dependence curves for this time related to length (Figure 141). We can also construct such a curve.

![Figure 146](image)

**FIGURE 146.** Construction of spreading curves of above-threshold and subthreshold impulses

A— theoretical curve of excitability of the conducting fiber. The vertical broken lines starting from the threshold (5.0) correspond to a number of successive values of the spreading excitation (peak) from one segment of the fiber to the following one. To the right of the threshold there are values of the increase in excitation (increment) after excitation by a stimulus exceeding the threshold by 4% (5.2). To the left of the threshold are the values of decreasing excitation (decrement) after excitation 4% below the threshold (4.8).

B—theoretical curves drawn on the basis of the previous data: a—increment of spreading excitation after an above-threshold stimulation (5.2); b—decrement of spreading excitation after subthreshold stimulation (4.8).

C—curves from the paper by Hodgkin (1938): a—oscillogram of incremental spread of excitation as a result of an above-threshold stimulation; b—oscillogram of a decremental spread of excitation as a result of a subthreshold stimulation (A, B, according to Nasonov and Rosental, 1952).

Let us imagine that deepening of narcosis takes place more or less regularly, and accordingly the excitability curve (Figure 137) decreases in a unit of time by more or less the same distance. In Figure 137 such a scale is given in the form of the calibrated segment rl. Each division of the scale will be arbitrarily designated as a minute. In that case, on gradual deepening of narcosis, curve I will occupy the position of curve II after 5 minutes, of curve III after 8 minutes, of curve IV (tangential to the bisectrix) after 10 minutes. After that, spreading with decrement will begin. After 11 minutes the curve will occupy position V, after 12 minutes position VI, after 14 minutes position VII, after 16 minutes position VIII, and finally, after 25 minutes position IX. We have already seen that the limit length of the chamber through which an impulse moving according to curve IV may
pass is infinity, for curve V it is 14.7, for curve VI--8.9, for curve VII--
5.5, for curve VIII--2.7 and finally, for curve IX--1.0.

On the basis of these data curve E may be constructed on Figure 141, with a significance identical to the 4 other empirically obtained curves presented in the same figure. It has been mentioned above that, according to P. O. Makarov, these curves contradict the hypothesis of decremental conduction of an impulse during narcosis. However, we have just seen that not only is there no contradiction, but, on the contrary, the decremental theory postulates such a curve and consequently is completely confirmed by the experiment.

Figure 141 shows that the lower branch of the 4 empirically obtained curves does not approach zero but to a certain line parallel to the abscissa, removed from it by a certain distance. The meaning of this will be understood if the theoretically obtained curve (E) will be presented in the form of curve F (Figure 141), where the abscissa indicates time, and the ordinate—the length of the narcotized segment. Curve F shows that during the first ten minutes of narcosis the length of the narcotized segment of the nerve through which an impulse may pass equals infinity. In other words, this indicates non decremental conduction (period of relative refractivity). After 10 minutes a second period sets in immediately, during which the impulse may pass only through a chamber of a given length (decremental conduction characteristic of the absolute refractory period).

Thus, on purely theoretical considerations we come to the conclusion that, given time, a narcotized nerve fiber should pass through two stages, the first of which is characterized by non decremental conduction with a progressively diminishing amplitude of the peak, while the second is characterized by conduction with a progressively increasing decrement. However, a clear cut transition between these two stages may be expected in its pure form, while working either with a single fiber or with a nerve of a more or less homogenous composition of fibers. If, however, we consider a mixed nerve consisting of fibers markedly differing from each other in sensitivity to the narcotic, then at the early stages of narcotization different fibers will start to pass into the decremental stage. As a result, at the beginning, weakly expressed signs of decrement are observed, becoming increasingly stronger with time. The experiment completely confirmed our assumptions (Nasonov and Rozental', 1952).

The sciatic nerve of a frog was used in the experiment. An isolated nerve was placed on 3 pairs of stimulating electrodes, a, b, c (Figure 147), on a grounded plate d and on a pair of recording electrodes e. Each pair of stimulating electrodes consisted of a fork-like plate of the anode, in the middle of which a wire-like cathode was placed. The two poles were connected by a resistor on which a grounded indicator was moving. These electrodes described by Averbakh and Nasonov (1950), together with the grounded plate, entirely eliminated the current loops on the oscillograms. The distance between neighboring cathodes of the stimulating electrodes, and between the electrode c and the extreme recording electrode, was 15 mm*. All electrodes with the nerve lying on them were placed inside a desiccator, which served as a moist chamber for narcosis (see Figure 138). The strength of stimulation in all cases was such that further strengthening did

* In experiment no. 1 the distance between each pair of stimulating electrodes was 17 mm and in experiment no. 2-20 mm.
not cause a noticeable increase of the peak. The nerve was totally narcotized, which entirely excluded the presence of a diffusion gradient of the narcotic.

The experiments were performed in the following manner. The nerve, placed on the electrodes, was introduced into the moist chamber and the thresholds of excitability were determined until they became constant. Subsequently, the oscillograms of the impulses arriving from the (c) proximal, (b) middle and (a) distal electrodes were photographed. Later, 200 ml of 9% ethyl alcohol were poured on to the bottom of the chamber. Usually, narcotization under these conditions in alcohol vapors is so fast that the oscillograms cannot be photographed in the course of the developing narcosis, and the study has to be limited to the pictures of restoration from narcosis*. Subsequently, at various time intervals from the beginning of narcotization, pictures of the oscillograms were taken of the peaks arriving successively from the 3 stimulating electrodes, and the threshold of excitability from the distal electrode (a) was simultaneously determined. Narcosis was stopped by transferring the lid of the vessel, with all the electrodes and the nerve lying on them, to another vessel of the same dimensions, on the bottom of which 100 ml of pure Ringer's solution was previously poured. Study of the process of nerve restoration was conducted in the same way.

Subsequently, precise measurement was carried out by a planimeter of all the areas of the peaks on the oscillograms. The results of these experiments are shown in Table 42. In all, 14 such experiments were performed and 86 series of oscillograms, each from the 3 electrodes, were prepared and measured.

From Table 42 it first of all follows that before narcosis the areas of the peaks from the proximal, middle and distal electrodes differ from each other in the direction of larger or smaller values, by not more than 10%. This is approximately the accuracy of our method. Very soon after beginning of narcotization a sharply expressed decrement of conduction appears, which in the majority of cases considerably exceeds the limits of probable error and is well observed both at the beginning and toward the end of the narcotic stage.

Figure 148 illustrates the stages of narcotization of one frog nerve. In the first horizontal row of the left hand half, oscillograms are shown which were taken before narcotization, from the middle and the distal electrodes (the oscillogram from the proximal electrode was spoiled). Notwithstanding the fact that peak a was 15 mm lower than peak b, its area equals the latter (with 5% difference, which is within the limit of

* In experiments nos. 2 and 14 we succeeded in obtaining the complete picture of both entry into and exit from the narcotic condition.
experimental error). The decrease in its height is compensated by the widening of its base (dispersion of velocities of movement of impulses in different fibers).

<table>
<thead>
<tr>
<th>Development of narcotization</th>
<th>Recovery from narcotization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time, in min</td>
<td>Electrodes</td>
</tr>
<tr>
<td>c</td>
<td>b</td>
</tr>
<tr>
<td>0</td>
<td>02 msec</td>
</tr>
<tr>
<td>5</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td></td>
</tr>
</tbody>
</table>

FIGURE 148. Oscillograms taken during stimulation of the nerve from the proximal (c), middle (b), and distal (a) electrodes (according to Nasonov and Rozental', 1952). The photographs were taken at different times after the beginning and end of narcotization.

Subsequently, narcosis was given and 5 minutes later 3 oscillograms (second row) were taken. Here excitability decreased by 20%, the total value of the peak areas decreased considerably and a well-marked decrement appeared (from c to b—30%, from b to a—19%). After 1 more minute, excitability decreased by a further 13%, the area of the peaks also diminished, the decrement increased even more (third row in Figure 148), decrement from c to b equals 40%, from b to a—48%). Later, 8 minutes after beginning of narcotization (fourth row) excitability lessened (48%), decrease of the area of the peaks and increase in decrement (46 and 60%) continued as well. At the distal electrode (a) the peak was hardly discernable, while at the proximal one (c) it was quite well marked. Eleven minutes from beginning of narcosis (fifth row), the peak was clearly seen at the proximal electrode (c) and was missing altogether at the middle (b) and the distal ones (a). Starting from this point (after 10 minutes), all the fibers passed from the first stage of narcosis into the second, and the impulses could spread only with decrement, being therefore limited to a local effect. Finally, after
15 minutes (last row), even the strongest stimuli could not result in appearance of peaks on either of the electrodes.

After that, narcosis was discontinued and the nerve transferred into a moist chamber free of alcohol vapors. As will be seen, in the first row on the right hand half of Figure 148, a small peak appeared 2 minutes after this transfer on the proximal electrode (c) and a barely noticeable one on the middle one (b). On the distal (a) electrode there were no traces of any peak. After 4 minutes, peaks were seen on all three electrodes with a marked decrement (from c to b —42.8%, from b to a —46.6%). Further, the pattern was restored in the reverse order with respect to all indexes, and 53 minutes after cessation of narcosis (fifth row), excitability returned to the initial level (100%), and the decrement practically disappeared (from c to b it equals 6%, from b to a —9%). The areas of the peaks increase 1.5 times in comparison with the initial areas, but for the time being no conclusions can be drawn from this.

Figure 149 shows excitability curves and peak areas at the 3 electrodes during narcotization of a fiber in experiment no. 2 (Table 42). At the beginning, a gradual decrease of excitability is observed corresponding to the first phase of narcosis, and subsequently, when this decrease exceeds 50%, there is a sudden drop of excitability to zero, indicating the beginning of the second phase. Comparison of this curve with curves of the change in peak values shows that while the peak disappears only at the distal electrode, the middle and the proximal peaks are still present. This is the phase when nondecremental conduction disappears, but local spread with decrement still takes place, manifested by the presence of peaks on the 2 proximal electrodes.

When the nerve emerges from narcosis, all these changes occur in the opposite order.

Thus, the appearance on the oscillograms of a clearly expressed decrement with onset of a narcosis, and its disappearance after narcosis, are beyond doubt. It has already been mentioned that decrement was observed in all experiments performed by us (see Table 42). However, in order to prove its real existence it is necessary to disprove those objections which were raised by various physiologists. There are 2 main objections. The first is that a diffusion gradient of the narcotic along the nerve should always exist at the border of the chamber used for narcosis, which may result in the decrement of conduction observed in the experiment. Total narcotization of the nerve, which is possible only on oscillographic recording of the decrement, entirely excludes this objection in our experiments.

The second objection is based on statistical considerations. It is assumed that the nerve fiber is not homogeneous throughout its entire length in relation to resistance to narcosis, and that with sufficiently deep narcosis, different sectors may stop conducting impulses, while intermediate segments still conduct them. In a segment of a whole nerve consisting of many fibers, the probability of the existence of such blocked segments will be greater, the longer the segment. Therefore, on passage through a short nerve segment the overall impulse will drop by a smaller value than on passage through a long segment. This supposedly causes the wrong impression of the existence of decrement in the conduction of impulses by fibers. This apparent decrement will be caused only for statistical reasons, depending on the fact that the longer the nerve segment, the greater the number of fibers which will go out of action.
### Table 42

<table>
<thead>
<tr>
<th>No. of experiment</th>
<th>Time (min)</th>
<th>Excitability (% of initial at the distal electrode)</th>
<th>Areas of peaks (% of initial area)</th>
<th>Decrement (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>c</td>
<td>proximal</td>
<td>b</td>
</tr>
<tr>
<td>1 Before narcosis</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Following cessation of narcotization, after:</td>
<td>5</td>
<td>64.0</td>
<td>36.0</td>
<td>33.5</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>70.4</td>
<td>57.2</td>
<td>49.4</td>
</tr>
<tr>
<td>2 Before narcosis</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Following the beginning of narcotization, after:</td>
<td>5</td>
<td>79.9</td>
<td>66.4</td>
<td>46.9</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>66.6</td>
<td>51.1</td>
<td>30.7</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>48.0</td>
<td>27.0</td>
<td>14.6</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>0.0</td>
<td>21.9</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>11.5</td>
<td>0.0</td>
<td>15.8</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>0.0</td>
<td>14.6</td>
<td>0.0</td>
</tr>
<tr>
<td>Following cessation of narcotization, after:</td>
<td>2</td>
<td>0.0</td>
<td>8.75</td>
<td>1.46</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>27.12</td>
<td>54.8</td>
<td>31.2</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>54.5</td>
<td>102.2</td>
<td>80.3</td>
</tr>
<tr>
<td></td>
<td>28</td>
<td>85.7</td>
<td>135.0</td>
<td>113.1</td>
</tr>
<tr>
<td></td>
<td>55</td>
<td>100.0</td>
<td>158.0</td>
<td>150.0</td>
</tr>
<tr>
<td>3 Before narcosis</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Following cessation of narcotization, after:</td>
<td>6</td>
<td>54.7</td>
<td>55.0</td>
<td>27.0</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>60.2</td>
<td>70.1</td>
<td>42.6</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>66.9</td>
<td>80.0</td>
<td>60.0</td>
</tr>
<tr>
<td>4 Before narcosis</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Following cessation of narcotization, after:</td>
<td>6</td>
<td>64.3</td>
<td>67.4</td>
<td>60.3</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>69.2</td>
<td>89.4</td>
<td>88.0</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>75.0</td>
<td>127.7</td>
<td>127.7</td>
</tr>
<tr>
<td></td>
<td>19</td>
<td>100.0</td>
<td>132.1</td>
<td>136.5</td>
</tr>
<tr>
<td>5 Before narcosis</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Following cessation of narcotization, after:</td>
<td>2</td>
<td>65.0</td>
<td>15.8</td>
<td>14.25</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>65.0</td>
<td>44.3</td>
<td>40.2</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>76.7</td>
<td>67.5</td>
<td>61.6</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>108.1</td>
<td>132.0</td>
<td>133.0</td>
</tr>
<tr>
<td>6 Before narcosis</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Following cessation of narcotization, after:</td>
<td>2.5</td>
<td>45.5</td>
<td>70.9</td>
<td>63.0</td>
</tr>
<tr>
<td></td>
<td>5.5</td>
<td>50.0</td>
<td>104.8</td>
<td>87.7</td>
</tr>
<tr>
<td></td>
<td>8.5</td>
<td>55.5</td>
<td>120.0</td>
<td>98.5</td>
</tr>
<tr>
<td></td>
<td>11.5</td>
<td>62.5</td>
<td>132.1</td>
<td>129.2</td>
</tr>
<tr>
<td></td>
<td>Before narcosis</td>
<td>Following cessation of narcotization, after:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>-----------------</td>
<td>---------------------------------------------</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>7</td>
<td>100.0</td>
<td></td>
<td>100.0</td>
<td>96.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.5 min</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>30.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>57.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>7.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>15.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>100.0</td>
<td></td>
<td>100.0</td>
<td>96.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3 min</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>50.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>100.0</td>
<td></td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5 min</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>43.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>100.0</td>
<td></td>
<td>100.0</td>
<td>104.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2 min</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>30.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>100.0</td>
<td></td>
<td>100.0</td>
<td>97.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 min</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>60.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>100.0</td>
<td></td>
<td>100.0</td>
<td>103.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6 min</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>45.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>6.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>7.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>8.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>9.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>10.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>12.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>16.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>20.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>100.0</td>
<td></td>
<td>100.0</td>
<td>99.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8 min</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>14.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>12</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>14</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>17</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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This objection is refuted by data cited by Bullock and Turner (1950) in their studies on single fibers. Figure 127 shows that at a certain stage of narcosis the amplitude of the peaks on the proximal pair of electrodes (I) is considerably larger than on the distal one (II). At a still deeper narcosis, the proximal electrodes record only a monophasic peak, while the distal electrodes show no peak at all. Decrement is obvious here. It is self-evident that statistical considerations relating to a nerve consisting of a large number of fibers are not applicable here.

We have earlier given a short review of the literature on conduction of impulses by a narcotized nerve segment. We shall now attempt to show how these contradictory data relate to the facts and conclusions arrived at by us.

In early papers on this question numerous authors concluded, on the basis of indirect data, that during narcosis impulses spread with decrement. Lucas described this decrement in the form of a straight line (Figure 150, A) and Verworn described it in the form of a curvilinear relationship (Figure 150, B). According to the latter author, if the impulse is higher than the threshold of the healthy nerve on reaching the end of the chamber, it immediately jumps to the initial value. In the opposite case, the impulse does not leave the chamber. There is no doubt now that all these authors dealt with the second phase of narcosis, when the majority of fibers started to conduct impulse with decrement. In this case the limit length of the narcotized nerve segment should depend on the time or on the depth of narcosis. The first phase of narcosis in which there is only a decrease in the level of the impulse could have been overlooked by the authors, since in the majority of cases they judged the decrement by contraction of the muscle.

The study of dependence of the time of narcotization on the length of the chamber, associated with the problem of decrement, has led to the establishment of the rule expressed by the curves given in Figure 141. It has been shown above that curves of this type may theoretically be deduced on the basis of our theory of "gradual" excitation. From the course of these curves it will be seen that the time of narcosis depends on the length of the narcotized nerve segment, which is well expressed in short segments and
becomes very small and practically indiscernible in long ones. According to the data of P. O. Makarov this dependence may be seen in segments up to 10 mm long but not in longer ones.

FIGURE 149. Change in excitability of
(1) the nerve and of the value of peaks from
the proximal (2), middle (3) and distal (4)
electrodes on entry into, and exit of the
nerve from narcosis (according to Nasonov
and Rozental', 1952).
The arrow indicates termination of narcosis.

Kato (1924) also observed (purely empirically), that in chambers not longer than 6 mm the dependence of time of narcosis on the length of the narcotized nerve segment is well seen, while in longer chambers there is no such relationship. He explained this fact by the existence of a diffusion gradient of the narcotic drug and he began to work exclusively with large chambers, i.e., he created conditions under which it is practically impossible to prove the existence of decrement in the second phase of narcosis, using a nerve muscle preparation from a frog. Under such experimental conditions Kato could observe only the first phase of nondecremental conduction, after which, in his opinion, conduction stops abruptly.

In reality, however, there is conduction with decrement in this phase, and it can be observed either with short sectors of a narcotized nerve, or recording the decrement, not by the muscular reaction but directly by oscillography. As already mentioned, Kato's statement that the decrement in conduction during narcosis is an artifact, caused by diffusion of the narcotic, is ill-founded.

Makarov (1939) found a dependent relationship between the time of narcosis and the length of the segment, during narcosis caused by mechanical pressure (Figure 141, D), which entirely excludes diffusion. We obtained an obvious decrement under conditions which also excluded diffusion of the narcotic. This erroneous explanation of decrement is the source of Kato's main error which led him to the theory of conduction during narcosis (Figure 150, C). This is essentially correct, but reflects only the first phase of narcosis.

As compared to Kato, the theory of Davis, Forbes, Brunswick and Hopkins (Figure 150, D) is a step forward. These authors recorded the decrement on a string galvanometer. They obtained a fine picture of the 2 phases of narcosis very close to that given by us (Figure 150, E). However, they considered the second phase to be an artifact, on the basis of the
statistical objections mentioned above. The inconsistency of these objections was shown by our data. These authors deny the fact of diffusion of the narcotic, and they are therefore forced to compromise and recognize both decrement of conduction at the beginning of the narcotized segment, and increment at its end (Figure 150, D). In this respect they approach one step closer to the correct solution of the problem but only give a half-way solution insofar as, together with Kato, they do not recognize the existence of decrement in the second phase of narcosis.

Thus, our data on the conduction of impulse by a narcotized nerve, strictly speaking, are not opposed either by the earlier authors who agreed to the existence of decrement, or by the more recent ones, who did not accept its existence. Both groups described only one aspect of the phenomenon. The earlier writers, using indirect methods, could not detect the first phase in their work with the whole nerve, and detected only a decrement. Kato and his followers worked with a single fiber, but arbitrarily refusing to work with short segments, they missed the second phase which they erroneously considered as a sudden and complete loss of conductivity.

FIGURE 150.
Scheme illustrating the views of various physiologists on the passage of impulses through a narcotized nerve segment (according to Nasonov and Rozental", 1952)
A—Lucas (1913, 1917); B—Verworn (1914); C—Kato (1924, 1934); D—Davis, Forbes, Brunswick and Hopkins (1926); E—Nasonov and Rozental", (1952).

Spontaneous Rhythmic Activity of Conducting Fibers

One of the conclusions following from our considerations is that the so-called spontaneous rhythmic activity of the conducting fibers should invariably occur when the threshold of electric excitability of the nerve falls below a certain level. From this it follows that if any agent causes such activity in the nerve or muscle, this condition should always be attained through increase in initial excitability.

Certain data confirming this hypothesis may be found in the literature. However, while there is an extensive literature on the origin of rhythm in nerves and muscles influenced by various agents, and also on experimental increase in excitability, there are few studies showing the direct connection between the two. In some of the latter studies it is hinted at that the appearance of a rhythm is necessarily accompanied by increased excitability, but no direct proof is given. In other words, there are indirect indications of both increase in excitability and automatic activity. In Vvedenskii's monograph "Excitation, Inhibition and Narcosis" published in 1901, the connection is mentioned (page 71-78) between increased excitability and onset of rhythmic activity of the nerve during restoration after narcosis. The work of Subbotin (1866), Gabrichevskii (1888), Saint-Hilaire (1890), Blumenthal (1896), Loeb (1901, 1910), Gulinova (1906), Mayer (1911), Rezvyakov (1914-1915) and also those of Kvasov and Naumenko (1936) and Indzhikyan (1937), should be mentioned. In the majority of these studies
the excitability thresholds were determined by electric induction shocks from a DuBois-Reymond coil.

Data in the literature describing the appearance of a rhythm following the action of a constant local stimulus also confirm that increase in excitability causes this phenomenon. Thus, Vvedenskii (1883) caused a weak tetanus by stimulation through a nerve treated with a concentrated solution of NaCl. This tetanus was strengthened by the action of direct current. Slight drying acted similarly to hypertonic solutions. Momsen, Grunhaagen and Biederman (1895), cited by Kvasov, 1937) found that alteration of the nerve by hypertonic solutions, which in itself does not cause these rhythms, nevertheless facilitated the occurrence of a multiple response of the nerve on closing and opening of direct current.

These authors found that in the vicinity of a cross-cut a closing and opening tetanus is facilitated. According to this, Yudenich (1928) has shown that in the vicinity of a cross-cut of the nerve an increase in excitability is observed.

On the other hand, calcium ions, which are known to lower nerve excitability, interfere with the multiple response to direct current (Solandt, 1936a, 1936b, Katz, 1936).

Weak stimuli cause an increase in excitability. In this respect the observations of Kvasov and Ushinskaya (1948), who obtained a multiple discharge in muscle fibers by the action of weak pricking, are very interesting. This effect was obtained only when excitability of the muscle was previously increased by the action of glycerol or by drying.

In general, the vast majority of facts at our disposal indicate that the rhythmic activity of nerve and muscle fibers is closely associated with increase in excitability of the latter. As already mentioned, the investigators originally showed a tendency to look for a causal relationship between these two phenomena. Recently, however, after the appearance of papers by Hill and his students Solandt, Katz and others (Hill, 1936; Hill, Katz and Solandt, 1936; Solandt, 1936a, Katz, 1936), the appearance of rhythmic activity in tissues was more frequently associated with decrease in the so-called accommodation ability. At first, this property was considered as an adaptive reaction of the fibers to the action of the excitant, and it was considered that if this adaptability to the excitant was marked, the fiber may give one reaction, at best. If this adaptability was small and the protoplasm was not able to adapt to the action of the excitant, impulses arose during a long time period and rhythmic activity occurred. Quite recently serious doubts appeared as to the adaptive nature of this phenomenon which was called "accommodation". This was demonstrated quite convincingly by Averbakh (1948) and by Khodorov (1950a-1950d), who again confirmed the neglected but nonetheless correct views of the Russian physiologist Verigo (1888), concerning the nature of physiological electrotonus. From this point of view, increase in excitability threshold on gradual increase of excitatory current (which is wrongly called accommodation) is a gradual increase in cathodic depression, and has nothing in common with adaptation. This question will be discussed in detail in a later chapter.

If, according to the data of the British authors (Solandt, 1936a, 1936b; Katz, 1936), decrease in speed of "accommodation" in certain cases causes rhythmic activity of the fiber, this happens only because this is frequently (although not always) accompanied by increased excitability. Khodorov (1950) noted an exception to this rule, i.e., calcium chloride always lowers
excitability and suppresses the rhythm; at the same time, it affects the speed of "accommodation" in a biphasic fashion. At first, for a number of hours, it causes a marked decrease in it (almost twofold) and subsequently, in the maximal stage of its action, it increases it*.

These diverse data from the literature forced us to test the facts in order to ascertain whether the theoretical concepts were valid or not. It was necessary to ascertain whether agents causing nerve fiber rhythms necessarily led it to this stage through a stage of increased excitability (Nasonov and Suzdal'skaya, 1954).

To avoid complications due to possible effect of the agents on the ability of the nerve to reproduce the rhythm, we used as stimulus not induction shocks but discharges of a condenser of 16 microfarads, built according to the diagram in Figure 151.

The experiments were performed in the winter of 1949/50 in the following manner.

The middle part of the nerve from the nerve-muscle apparatus of the frog, 2.5 -3 cm long, was immersed in the investigated solution (Figure 152). At short time-intervals the nerve was taken out and its treated part placed on the wires of the calomel electrodes, fixed on glass at a constant distance (5 mm) from each other. The nerve was stimulated by discharges of the condenser (d), closed by the metronome (c) once per second (Figure 151).

The threshold was determined by displacement of the lever of the rheostat (b), due to which the value of the input voltage was proportional to the values found. During estimation of the thresholds, which lasted 2-3 minutes, the nerve was kept in a moist chamber.

The study of the action of a number of agents on the frog nerve (drying, NaCl, sodium oxalate, glycerol, KCl, CsCl, ethyl alcohol, CaCl₂), using the above method, has shown that in all cases where rhythmic activity appeared in the nerve, it was indeed preceded by increase in excitability.

In order to check this we, together with Averbakh, performed experiments in which nerve excitability was determined more accurately by the oscillographic method (Nasonov and Averbakh, 1951). In addition, we could also check another corollary to our theory, namely that the rhythm of automatic activity is determined by the duration of the entire cycle of excitation. A new wave of excitation arises immediately after that, as soon as the fiber returns to the resting condition after a preceding excitation.

Let us imagine that a nerve consisting of many fibers entered a state of rhythmic activity, whereupon all the fibers worked asynchronously, in a haphazard manner. If a sufficiently strong stimulation is applied to such a nerve by means of electric current, the rhythm of all fibers should become synchronized at least for a certain time. The electric shock may find the asynchronously acting fibers in a state of absolute or relative refractivity. Since this shock is sufficiently strong, in all the fibers with relative

* Simple increase in speed of accommodation by the action of CaCl₂, which has been described by Solandt (1936a), was obtained only in frogs previously kept in the cold. According to Khodorov, in frogs kept in warm temperatures these changes were always biphasic.
refractivity excitation will arise simultaneously, while the fibers in the absolute refractory period are anyway already in the initial stage of the excitation cycle. In other words, an external stimulus will lead all the fibers to the beginning of the excitation cycle and will force them, so to speak, to start simultaneously. If the duration of the excitation waves of the fibers composing the nerve does not vary very much, the following burst of excitation should set in more or less simultaneously in all the fibers, since the time of its appearance will be determined by the completed excitation cycle. Such a simultaneous appearance of excitation may also be expected further on, but each time the synchronizing of the work of the fibers should be more and more disturbed, as a result of imperfect coincidence of duration of the waves in different fibers.

Thus, the aim of these studies was to check experimentally the three following postulates of the theory:

1) Transition of the nerve fiber to rhythmic activity should be accompanied by increase in excitability.

2) The duration of the wave of rhythmically working fibers should approximately correspond to the overall duration of the absolute and relative refractory periods.

3) Electric stimulation of a rhythmic nerve should for some time synchronize the rhythms of the separate fibers entering in the composition of this nerve.

In all experiments, sciatic nerves of frogs, isolated from the spinal cord up to the knee joint, were used as the object of study. The middle part of the excised nerve was immersed in a vessel with liquid (test solution), while its ends, protruding above the surface of the liquid, were placed on electrodes a and d, as illustrated in Figure 152.

The electrode a (anode) served as one of the stimulating electrodes, while the other pole of stimulation (cathode) was grounded. The liquid in the vessel was also grounded under such conditions that the actual site of stimulation was the region of the nerve (b) adjacent to the surface of the liquid. The stimulus used was a series of short, sharply-ending monophasic impulses of one and the same charge.

Electrode d, on which the opposite killed end of the nerve was placed, served as one of the recording electrodes and was connected with the amplifier of the oscillograph (f). The other pole of the oscillograph was grounded. Under such conditions the oscillograph gave a monophasic recording of the waves of excitation passing between c (surface of liquid) and d.

The liquid was grounded by a silver plate (g) fixed to the bottom of the vessel, due to which recording of the current loop was completely eliminated.

For recording of excitation potentials a cathodic oscillograph with a double beam tube and amplifier, the frequency characteristic of which in the interval from 5 to 10,000 cps was rectilinear, was used. The maximal sensitivity of the instrument corresponded to 25 mm per 1 millivolt. On the oscillograph screen the pattern of biocurrents fixed by synchronization of
the rhythm of excitation was noted; the excitation was found to coincide with the beginning of the straight path of the beam, which allowed direct observation of the propagating impulse.

The action of the following solutions, bringing the nerve into the state of automatic activity, was studied: 1%, 2%, and 4% sodium oxalate, 4% and 8% sodium citrate, 3% and 6% sodium chloride, 15% and 30% glycerol. The first two solutions (sodium oxalate and sodium citrate) act primarily as calcium precipitants, while the mechanism of action of hypertonic solutions of NaCl and glycerol is in all probability by way of dehydration of the nerve fiber protoplasm.

All experiments were performed in the following manner. The prepared nerve, after being kept half an hour in Ringer's solution, was placed on the electrode and the investigated liquid poured into the vessel. After that, before the effect of the solution could be observed, the initial threshold of excitability was measured at once and 2 patterns of the oscillograms were taken—with and without excitation. A strong stimulus, 5–10 times greater than the threshold, was always used. Later, this procedure was repeated every two to three minutes until the onset of automatic activity, after which exact determination of the threshold was no longer possible, due to the continuous repeating bursts of spontaneous excitation. Therefore, after the appearance of automatic activity only patterns of the oscillograms, with and without excitation, were taken from time to time.

The results of one experiment with 4% sodium oxalate are illustrated in the data of Table 43 and Figures 153 and 154.

From Table 43 it follows that the threshold of excitability fell continuously from the very first minutes of immersion of the nerve in the solution (see also Figure 153, A). At this time the response of the excited nerve on the oscillogram has the form of a straight line (Figure 154, A), since there is no spontaneous activity. On excitation a peak appeared (Figure 154, B), but the remaining part of the oscillogram represented an even line. At the tenth minute the threshold fell to 22% and spontaneous activity began. Examination of the pattern on the screen shows that prior to that, the straight line started to oscillate along its entire length. No regularly propagated waves were seen.

An instantaneous photograph also does not give any regular pattern of waves (Figure 154, C), and there is only a series of wavy lines obtained because each fiber of the nerve shows a rhythm quite independent of the other fibers. However, the picture changed at once, as soon as the nerve was stimulated. Figure 154, B, shows that in such a case, in addition to the large peak resulting from direct action of the electric stimulus, a second peak appeared some distance from the former (in the given case corresponding to 7 milliseconds), of somewhat smaller dimensions. On an oscillogram with a smaller speed of unfolding (Figure 154, E) a third and a fourth peak occur after the second peak at similar intervals. However, if the stimulus was eliminated, these additional peaks disappeared at once and again a disorderly undulating line was seen (Figure 154, C).

It has already been said above that these phenomena are postulated by our theory and are explained by the synchronizing effect of a strong stimulus.

The oscillograms show that the second peak is considerably smaller in height and in area than the first. This is explained by the fact that at the beginning, not all the nerve fibers enter rhythmic movements spontaneously.
Only the most sensitive among them do so. After being kept for a longer time in oxalate the nerve showed second peaks of increasing magnitude, due to new fibers entering into spontaneous activity, the time interval between the peaks being somewhat shortened (in Table 43 the duration of the waves shortened from 7.5 to 6.5 milliseconds). Further on the third and fourth waves became more diffuse. This dissociation took place due to an unequal duration of the waves in the different fibers. At the same time, the mere fact of appearance of the second, third and fourth peaks indicates that the duration of the waves in different fibers did not vary greatly.

Table 43
Appearance of rhythmic activity in frog nerve under influence of 4% sodium oxalate (according to Nasonov and Averbakh, 1951)

<table>
<thead>
<tr>
<th>Nerve kept in solution for duration of (min):</th>
<th>Threshold of excitability (% of initial)</th>
<th>Duration of wave of rhythmic activity (milliseconds)</th>
<th>Rhythmic activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>100</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>2</td>
<td>78</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>4</td>
<td>50</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>6</td>
<td>30</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>8</td>
<td>28</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>10</td>
<td>22</td>
<td>7.5</td>
<td>+</td>
</tr>
<tr>
<td>12</td>
<td>—</td>
<td>7.0</td>
<td>+</td>
</tr>
<tr>
<td>16</td>
<td>—</td>
<td>6.5</td>
<td>+</td>
</tr>
</tbody>
</table>

Table 44 summarizes the data on the action of sodium oxalate on the frog nerve. It follows from these that, on the average, when the threshold of excitability fell to 37% of the initial rate, automatic activity appeared after 12 minutes. The mean duration of the wave of rhythmic activity was 8 milliseconds at room temperature (20°C).

The effect of sodium citrate is very similar to that of oxalate. Table 45 and Figure 153, B indicate that here, too, the threshold of excitability begins to drop at once. Rhythm activity in the nerve appeared when the threshold fell to 45% of the initial level. The wave length of rhythmic activity corresponded to 11 milliseconds at the beginning, decreasing to 9 milliseconds after 1 hour.

Figure 155 shows oscillograms of another nerve subjected to the action of 4% sodium citrate. A powerful peak occurs resulting from direct excitation; alongside it, a second peak is barely noticeable (Figure 155, A). Together with the first peak a second and third are seen, the second peak being somewhat smaller in area than the first (Figure 155, C).

Table 46 summarizes the data on the effect of 4% sodium citrate on the frog nerve. The average figures are very close to the results obtained after the action of 4% sodium oxalate (Table 44).

That is the situation with effect on the nerve of substances precipitating calcium from solution. Rhythmic activity caused by dehydrating solutions will now be considered. Among them 3% and 6% NaCl and 15% and 30% glycerol were studied. All these solutions cause spontaneous activity in the nerve after a certain interval.
As shown in Table 47, the excitability of a nerve placed in a 6% NaCl solution started to increase at once, and at the instant the threshold fell to 35% of the initial value, rhythmic activity appeared (Figure 153, C). Here, as in the previous cases, undulation along the course of a straight line and rapid propagation of separate disorderly waves (Figure 156, A) were seen on the oscillograph screen. Application of a stimulus synchronized the activity of the fibers, but less so with the action of oxalate and citrate. Figure 156, C shows clearly only one additional wave arising as a result of synchronization of rhythmic activity, and there are only traces of the subsequent waves. However, this second wave is quite clearly seen, not only on strong stimulation, but with a slightly above-threshold stimulus (Figure 156, B). It is obvious that after the action of dehydrating agents the duration of the wave in different fibers varied much more than on the action of agents precipitating calcium.

Table 48 shows data on the effect of 6% NaCl. Comparing the average values in Table 48 with those in Tables 44 and 46, attention is drawn to the fact that in the given case there are no basic differences between this effect and that of oxalate and citrate with regard to the threshold at which rhythmic activity sets in (37, 42 and 48%), and the time necessary for the onset of the latter (11.7, 11.3 and 8.7 minutes). As far as the duration of the wave of automatic activity is concerned, it is much shorter in the case of 6% NaCl (4.7 milliseconds, instead of 8.1 and 8.7 milliseconds).

The effect of 15% and 30% glycerol is very similar to that of 6% NaCl. Table 49 and Figure 153, D show that here, too, immediately after immersion of the nerve in the solution, its excitability begins to increase, and when the threshold falls to 63% of the initial value, spontaneous rhythmic activity begins, which is synchronized upon excitation. In the given case, as with the action of 6% NaCl, only a second wave may be observed, which in its duration (4 milliseconds) approaches the wave caused by sodium chloride.

The aim of the above-described experiments was to check by experiment the results postulated by the theory of "gradual" conduction of a stimulus. Let us see to what extent we succeeded in doing so.

The first of the three conclusions was the statement that the transition of any nerve to a state of automatic activity should be accompanied by an increase in excitability. This assumption has been completely confirmed in the case of all four agents studied. In our opinion, for each nerve there should exist a level of such excitability that on exceeding it, rhythmic activity should automatically occur. In this sense the term "threshold of automatic activity" may be used.

Elsewhere the question will be discussed of what may determine the value of the threshold of automatic activity. Here we shall only give the
mean values of these thresholds obtained under the given conditions for different agents. They do not greatly differ from each other; (for oxalate—37% of the initial threshold, citrate—42% and NaCl—48%).

### Table 44

**Effect of 4% sodium oxalate: Summary of data.**
*(according to Nasonov and Averbakh, 1951)*

<table>
<thead>
<tr>
<th>Serial number</th>
<th>Excitability threshold at the moment of appearance of rhythmic activity (% of initial)</th>
<th>Duration of wave of rhythmic activity (milliseconds)</th>
<th>Time passed before onset of rhythmic activity (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>58</td>
<td>7.0</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>37</td>
<td>8.0</td>
<td>12</td>
</tr>
<tr>
<td>3</td>
<td>27</td>
<td>8.5</td>
<td>18</td>
</tr>
<tr>
<td>4</td>
<td>22</td>
<td>7.5</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>30</td>
<td>9.0</td>
<td>8</td>
</tr>
<tr>
<td>6</td>
<td>30</td>
<td>7.5</td>
<td>10</td>
</tr>
<tr>
<td><strong>Arithmetic mean</strong></td>
<td></td>
<td><strong>8.1</strong></td>
<td><strong>11.7</strong></td>
</tr>
</tbody>
</table>

### Table 45

**Appearance of rhythmic activity in frog nerve under the influence of 4% sodium citrate (according to Nasonov and Averbakh, 1951)**

<table>
<thead>
<tr>
<th>Nerve kept in solution for duration of (min):</th>
<th>Threshold of excitability (% of initial)</th>
<th>Duration of wave of rhythmic activity (milliseconds)</th>
<th>Rhythmic activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>4</td>
<td>84</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>7</td>
<td>63</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>11</td>
<td>45</td>
<td>11</td>
<td>+</td>
</tr>
<tr>
<td>21</td>
<td>—</td>
<td>10.5</td>
<td>+</td>
</tr>
<tr>
<td>31</td>
<td>—</td>
<td>10.0</td>
<td>+</td>
</tr>
<tr>
<td>31</td>
<td>—</td>
<td>9.5</td>
<td>+</td>
</tr>
<tr>
<td>61</td>
<td>—</td>
<td>9.0</td>
<td>+</td>
</tr>
</tbody>
</table>

According to the second conclusion, the duration of the waves of rhythmically active fibers should approximately correspond to the sum of durations of the absolute and relative refractory phases.

In addition to what has already been mentioned in this respect, it may be added that an agent causing increase in excitability may affect, in one or other way, the duration of the phases. Therefore only an approximate, but not an absolute correspondence may be described. The duration of absolute refractory period of a frog nerve is 2-3 milliseconds. The relative refractory phase exceeds the absolute 3-4 times, and consequently, the normal cycle of excitation in the frog nerve lasts approximately 8-15 milliseconds.
FIGURE 154. Oscillograms of a frog nerve treated with 4% sodium oxalate (according to Nasonov and Averbakh, 1951)

A—the nerve before beginning of rhythmic activity; B—same nerve subjected to excitation; a well-expressed peak is seen; C—same nerve after 16 minutes in a sodium oxalate solution; disorderly rhythm of the different fibers is seen; D—same nerve on excitation; in addition to the first peak, a second peak is clearly seen, formed as a result of synchronization of rhythmic activity of different fibers; E—same picture at a lower speed of unfolding; in addition to the first peak, a second, third and fourth peaks are seen.

At room temperature the duration of the wave of automatic activity in the case of oxalate was 8.1 milliseconds and for citrate—8.7 milliseconds, i.e., values well agreeing with the expected ones were obtained. In the case of dehydrating agents a somewhat shorter duration was observed (4-5 milliseconds). It is highly probable that these agents somewhat shortened the duration of the refractory periods.

Thus, this second requirement of the theory has also been experimentally confirmed.

Finally, the third consequence subjected to experimental examination was that the electric excitation of a nerve active with a disordered rhythm should synchronize the rhythmic activity of the separate fibers entering in its composition. As we have seen, this requirement of the theory was also confirmed experimentally in all cases.

According to our theory, the rhythm of the automatically working fiber is determined by the duration of the entire excitation cycle. As soon as this cycle was completed, the fiber was again involved in the excitation effect, since a rhythmically active fiber is in an unstable condition and the slightest excitation originating at any point on it will inadvertently increase
to the maximal possible. However, there may be another mechanism of rhythmic activity, an exogenous one, where the rhythmically arising excitation is caused by certain rhythmic processes not related to the excitation cycle. Such a rhythmic excitation could occur, for instance, in certain cyclic processes of intracellular metabolism (Karask, 1947), or in impulses coming from other regions of the organism. It is obvious that in these cases, the excitation should not synchronize the disorderly rhythmic activity of the different fibers. Our experiments thus negate this second explanation, at least with regard to rhythmically active frog nerve.

FIGURE 155. Oscillograms of a frog nerve treated with 4% sodium citrate (according to Nasonov and Averbakh, 1951)

A—excitation after keeping the nerve 7 minutes in the solution; in addition to the main peak, there is a second one, caused by synchronization of the rhythmic activity; B—same nerve after 6 hours; picture taken without excitation; disorderly rhythmic activity of the fibers occurs; C—same nerve upon excitation; 2 additional peaks appear as a result of synchronization of rhythmic activity.

Similar phenomena associated with the appearance of rhythmic activity were also observed by us on single nerve fibers of a crab (Hyas araneus) (Nasonov, Averbakh and Komarova, 1950).

The relation of increased excitability to automatic activity in striated muscle fibers has been studied recently by Dzhamusova and Ponomarenko (1954), who experimented with the sartorius muscle of a grass frog and the retractor muscle of a worm (Priapulus caudatus, Barents Sea). Excitation was induced by condenser discharges of 30 microfarads through nonpolarizing electrodes (Figure 151). Thus, excitation was determined by the value of the rheobase. The results showed that in the case of muscles, a number of agents (KCl, NaCl, CHCl, sodium citrate, calcium-free Ringer's solution, the dye dahlia-violet, etc.) caused automatic activity through increase in excitability (Figures 157 and 158). It is interesting that this increase passed into rhythmic activity after fall of the threshold of excitability to a
certain level, which did not depend on the initial threshold. This observation agreed completely with our theoretical considerations.

Table 46

Effect of 4% sodium citrate: Summary of data
(according to Nasonov and Averbakh, 1951)

<table>
<thead>
<tr>
<th>Serial number</th>
<th>Excitability threshold at the moment of appearance of rhythmic activity (% of initial)</th>
<th>Duration of wave of rhythmic activity (milliseconds)</th>
<th>Time passed before onset of rhythmic activity (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>45</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>2</td>
<td>40</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>40</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>Arithmetic mean</td>
<td>41.7</td>
<td>8.7</td>
<td>10.3</td>
</tr>
</tbody>
</table>

Table 47

Appearance of rhythmic activity in frog nerve under the influence of 6% NaCl (according to Nasonov and Averbakh, 1951)

<table>
<thead>
<tr>
<th>Nerve kept in solution for duration of (min):</th>
<th>Threshold of excitability (% of initial)</th>
<th>Duration of wave of rhythmic activity (milliseconds)</th>
<th>Rhythmic activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>100</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>60</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>47</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>10</td>
<td>35</td>
<td>5.5</td>
<td>+</td>
</tr>
<tr>
<td>15</td>
<td>-</td>
<td>5.5</td>
<td>+</td>
</tr>
</tbody>
</table>

Table 48

Effect of 6% NaCl: Summary of data (according to Nasonov and Averbakh, 1951)

<table>
<thead>
<tr>
<th>Serial number</th>
<th>Excitability threshold at the moment of appearance of rhythmic activity (% of initial)</th>
<th>Duration of wave of rhythmic activity (milliseconds)</th>
<th>Time passed before onset of rhythmic activity (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>35</td>
<td>5.5</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>47</td>
<td>4.2</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>61</td>
<td>4.5</td>
<td>6</td>
</tr>
<tr>
<td>Arithmetic mean</td>
<td>47.7</td>
<td>4.7</td>
<td>8.7</td>
</tr>
</tbody>
</table>
Table 49

Appearance of rhythmic activity in frog nerve under the influence of 30% glycerol (according to Nasonov and Averbakh, 1951)

<table>
<thead>
<tr>
<th>Nerve kept in solution for duration of (min):</th>
<th>Threshold of excitability (% of initial)</th>
<th>Duration of wave of rhythmic activity (milliseconds)</th>
<th>Rhythmic activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>100</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>3</td>
<td>88</td>
<td>4</td>
<td>+</td>
</tr>
<tr>
<td>6</td>
<td>63</td>
<td>4</td>
<td>+</td>
</tr>
<tr>
<td>15</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

FIGURE 156. Oscillogram of frog nerve treated with 6% NaCl (according to Nasonov and Averbakh, 1951)

A—a nerve showing rhythmic activity without excitation, 10 minutes after immersion in the solution; B—same nerve subjected to threshold stimulus; in addition to the main peak another peak occurs as the result of synchronization of rhythmic activity; C—same nerve upon maximal excitation.

In the experiments of Dzhamusova and Ponomarenko a solution of NaCl was shown to act as an exception to the rule of transition to rhythmic activity through increased excitability. This agent caused rhythmic activity in concentrations above 1.25%, against a background of developing contraction, but the excitability of the muscles decreased rather than increased. A suggestion was made that not the muscle, but the nerve dendrites passing into the nerve fibers are the first to start rhythmic activity. In order to check this, sartorius frog muscles were denervated and taken out for experiments after 34-38 days. Results showed that a 5% solution of NaCl caused only contraction of the denervated muscles (Figure 159, A), while its innervated twin muscle showed a well-expressed rhythmic activity (Figure 159, B). One would have thought that the denervated muscle was incapable of rhythmic activity, but after the action of 1% solution of sodium citrate, both normal and denervated muscles showed rhythmic activity (Figure 160).
These results show that in the given conditions frog muscle is not capable of rhythmic activity under the effect of strong solutions of NaCl. Secondary rhythmic contractions are observed in this muscle only when viable terminal nerve dendrites passing to the motor plates are preserved. Rhythmic impulses arising in these muscles under the influence of NaCl force the muscle to contract spasmodically. This is a good example of how an apparent exception confirms the rule.

All conclusions with regard to rhythmic, spontaneous activity of nerve elements are especially important and interesting to us because, practically speaking, only rhythmic activity takes place in the organism. Bursts of such rhythmic activity originate in the nerve endings of most different receptors when acted upon by stimuli. Such more or less protracted bursts of rhythmic activity are also sent out from the nerve center in the direction of the periphery. In terms of the theory developed here, transitions to rhythmic activity should occur as a result of increased excitability, when a $\beta$-type of excitability passes into a $\gamma$-type of excitability (Figure 129).

It may be assumed that after the action of stimuli on nerve endings of the receptors, an early stage of parabiostis takes place, characterized by increased excitability. If the excitability of these endings is in itself
sufficiently high, being on the border between β and γ, then after a very slight stimulation causing an increase in excitability, rhythmic activity will appear in these endings, due to the fact that the β type of excitability was transformed into the γ type of excitability. Once it has arisen, such a burst of impulses will move further along the ordinary fiber possessing β type excitability. The muscle fibers in the above-mentioned experiments of Kvasov and Ushinskaya (1948), may serve as a model of a receptor. These authors artificially increased the excitability of fibers by preliminary treatment of the preparation with glycerol, or by drying, after which very weak pricking caused the appearance of multiple impulses.

A sufficiently protracted excitation should lead to decrease in excitability and cessation of rhythmic activity, which is indeed usually observed upon the activity of the receptors and became known as 'adaptation'.

It might be thought that rhythmic activity of nerve centers occurs according to this plan. Any part of a neuron (the body of a nerve cell or the initial segment of a nerve dendrite) starts to increase its excitability to the level of the threshold of rhythmic activity. As soon as this threshold is surpassed, impulses will pass centrifugally along the fiber. Thus, a slight increase or decrease in excitability in a very limited fiber segment will apparently stop the transmission of a rhythmic signal to the periphery.
In conclusion we would like to summarize the above with regard to spreading excitation*.

First of all, with respect to that group of phenomena generally called the "all or none" law, it should be pointed out that in the above theoretical considerations we dealt not with the rules of origin of excitation but with those regulating its spread. It has already been said that the very expressive term "all or none" originally meant to designate such a relationship between the magnitude of the stimulus and that of the response reaction, after which subthreshold stimuli caused no reaction ("none"), and above-threshold stimuli, independently of their magnitude, caused a maximum reaction ("all"). It has been shown that in relation to conducting fibers both statements are wrong. British physiologists have shown that in response to subthreshold stimulation a gradual response reaction is observed. It is true that Hodgkin (1938) states that there are no contradictions here with the "all or none" law, since this law is related only to a propagated effect but not to a local one. However, as has been shown, there is no basic difference between these two categories. A local effect spreads too, but this spreading is a decremental one. Thus, instead of the suggested "none" quite a considerable effect is observed.

The other half of the "law", stating that above-threshold stimulation caused a maximal response ("all"), is also erroneous. We have shown that the local response may be double the propagation peak, to the value of which the above-peak potential drops in the course of its movement. From this it is clear that the running peak is not maximal, and in reality we are dealing with a peculiar mechanism which is responsible for two adaptations, quite important for the activity of the nerve fiber.

The first is the threshold by which the nerve insulates itself from small stimuli by the fact that the subthreshold excitations arising in response to these stimuli may spread only with decrement and therefore fade away. Thanks to this adaptation, the nerve in the normal organism is practically insensitive to any natural stimuli along its entire length, except the propagating electric wave which is many times higher than the threshold.

The second adaptation is the automatically regulated dimension of the propagation peak. The value of this peak on the one hand is always considerably higher than the threshold, thus ensuring an undisturbed passage of the impulse through the entire fiber. We have seen that only under abnormal conditions of lowered excitability, the dimensions of the peak and of the threshold come close to each other and bring about conditions during which a block may easily appear. On the other hand, the magnitude of the propagation peak is many times less than the possible maximum, thus protecting the nerve from residual damage which may arise as a result of the passing excitatory wave. This may probably explain the relative tirelessness of the nerve, described by Vvedenskii.

We have given in detail the theoretical considerations by which we propose to explain a number of known facts connected with the appearance of these phenomena.

* A very good review of our studies on the theory of "gradual" conduction, published in Polish by Bratkowski (1956), has recently appeared in the foreign literature. In this review there are interesting comparisons between our theory and that of Hodgkin.
and conduction of nerve impulses, and which comprise the theory of "gradual" excitation. The latter is based on two postulates: 1) electric mechanism of transmission of the nerve impulse; 2) the statement that at each point of a fiber the magnitude of the local electric reaction is in a gradual dependence on the strength of stimulus and may be graphically expressed by an S-shaped curve. The theory of "gradual excitation", constructed only on these two principles, does not need any additional hypotheses on explosion-like response reactions of the living protoplasm. This theory leads to a number of conclusions, most of which are known as a result of purely empirical studies. The following belong to these conclusions:

1) Presence of a gradual subthreshold reaction;
2) Spreading of this reaction with decrement;
3) Presence of a threshold of spreading excitation;
4) Initial spreading of the above-threshold excitation with increment, until a certain constant level is reached;
5) Automatic regulation of the constant level of propagating excitation;
6) Appearance of rhythmic spontaneous activity of the fiber after increase in its excitability above a certain level;
7) Spread of excitation with decrement on lowering excitability below a certain level;
8) Obligatory alternation of absolute and relative refractory periods on passage of an excitation wave and during narcosis;
9) Increase in level of threshold potential, and simultaneous decrease in the level of the propagation peak during the relative refractoriness and initial stages of narcosis.

In addition to explaining these already known facts the theory developed here made possible the forecasting and experimental confirmation of the following phenomena:

1) Appearance of a local electrical response reaction of greater magnitude than the propagation peak, after a sufficiently strong above-threshold excitation;
2) Spreading of this above-peak potential with decrement until dimensions of the constant-value propagation peak are reached;
3) Synchronization by electric excitation of disordered rhythm of active nerve fibers.

Agreement between all these theoretical conclusions and experimental data serve to confirm the validity of our theoretical considerations.
Part V

EXCITABILITY AND ITS MEASUREMENT

Chapter 1. Excitability Constants

Determination of Excitability Threshold

At the beginning of the book it was said that excitability, i.e., the ability to respond by one or other reaction to external stimuli, is one of the most characteristic properties of living matter. When the organism dies, excitability disappears altogether. That is why measurement of excitability has been used for many, many years in order to study the effect of different agents on a living organism. This still remains the most characteristic index of the tissues studied.

Electric current is usually employed as the stimulus in quantitative evaluation of excitability. Either a mechanical effect (contraction of muscles), or the appearance of a moving wave of excitation (in the case of nerve and muscle fibers) is studied as the response reaction.

From the point of view of the theory of "gradual" excitation developed here (see Part IV), we do not see any basic difference between local and moving excitation, and all the rules of spread of an impulse have been deduced by us from the properties of the local gradual response, the dependence of which on the strength of excitation may be graphically illustrated by a smooth S-shaped curve. From our definition of excitability, it is obvious that it should be expressed by the ratio between strength of stimulus and the value of the local response. Such a definition is the most general, since it relates to both conducting tissues (nerve, muscle) and nonconducting (glandular, epithelial, etc.). Therefore in the case of the nerve, for example, it seemed logical to measure excitability by the value of local electric reaction. However, great difficulties exist in the quantitative study of local effects on the nerve fiber. Therefore, such a direct measurement of excitability must be given up and instead the threshold of the moving impulse must be used as a criterion for evaluation of excitability. This can be easily and precisely determined.

One should have a clear picture of the relationship, from the point of view of the "gradual" theory, between the local electric reaction and the threshold of spreading excitation. To elucidate this question we shall turn to Figure 137 (see page 229). Here S-shaped curves are shown, characterizing fibers differing from each other only by the value of excitability. The higher the curve is located the stronger its response reaction to the same strength of stimulation, consequently the higher its excitability. As long as the excitability of the fiber is so high that its curve intersects with the

---

* As an index of the physiological state of a conductor, Vvedenskii suggested the so-called "lability"—a value characterizing the speed of excitation processes. While not denying the usefulness of this index, we do not use it to evaluate the state of a fiber, because the method of measuring lability has not yet been perfected.
bisectrix of the coordinate angle, the fiber is capable of nondecremental conduction (curves I-IV). As soon as all points of the curve fall below the bisectrix, nondecremental conduction ceases and the fibers are capable only of a local reaction (curves V-IX). Let us remember that the first intersections of the curves with the bisectrix determine the value of thresholds \((oh=ah, oi=bi, oj=cj)\). The second intersections determine the value of the propagation peaks \((gp, fn, em)\). The figure shows that with transition of the curve from position I to II to III, and to IV, the value of thresholds increases progressively with decrease in excitability of the fiber, acquiring the values of \(oh\) and later of \(oi, ok,\) and finally \(ol\). Conversely, with increased excitability the threshold decreases. Thus, changes in threshold levels will always reflect the change in excitability of the fibers, but there is no strict inversely proportional relationship between these values. Consequently, on studying the change of thresholds, the direction of change in excitability may be judged. The relative value of shifts may also be described but there are certain reservations regarding accurate quantitative evaluation. This is one of the drawbacks to measuring excitability of the fiber by the threshold.

It has already been mentioned that with decreased excitability of the fiber, its curve, decreasing more and more, will fall below the bisectrix. When this happens, excitability as determined by the threshold of the conducted response will equal zero, since the fiber whose condition was characterized by curves V, VI, VII, VIII and IX will preserve its ability to respond only to a stimulation by local effect. This is the second basic disadvantage of this method. However, this is so far the only method of determination of excitability, and in the absence of others it must be used despite its shortcomings.

In the past century the only index of excitability was the threshold voltage of excitatory current. But from the beginning of the present century it became obvious that for the appearance of excitation under certain conditions, not only the voltage of the excitatory current, but also the duration of its action, is of importance.

**Relationship between Threshold Voltage, or Intensity of Stimulation Current, and the Time of its Action**

More than 150 years ago the famous physicist Volta (1803) demonstrated an inversely proportional relationship between the capacity of the condenser used for obtaining the threshold stimulation, and the voltage of the necessary electric current, in the case of sensitivity of the skin of the human finger to electric current. This important observation remained unnoticed until the end of the last century. The so-called law of excitation of DuBois-Reymond was predominant. According to this the value of the threshold stimulus depends neither on voltage nor on the duration of current, but only on the changes in its intensity. Due to the authority of DuBois-Reymond, this law remained predominant for more than 50 years, although Fick (1863), using a nerve of the mollusk Anodonta and the calf muscle of the frog, and Engelmann (1870) using the urter of the rabbit, have shown that not only the intensity of the current voltage, but also the time of its action play a certain role in determining the value of electric excitation.
threshold. The turning point in development of the problem was without doubt the studies of Hoorweg (1892), which appeared much later but were very accurately executed. This investigator, working exclusively with human muscles, showed that with sufficiently small capacities of the condensers, the discharges of which were used as stimuli, the intensity of threshold electric stimuli (1) is inversely proportional to these capacities (C) and therefore also to the time of discharge, since the latter is proportional to capacity. On more prolonged action of the current, the threshold intensity no longer depended on the capacity of the condenser, or, which is the same, on the time of discharge. These relationships were expressed by Hoorweg, by the empirical formula

\[ i = \frac{a}{C} + b, \]  

where \( i \) is the intensity of the current*, \( C \) is the capacity of the condenser and \( a \) and \( b \) are constants.

Later Weiss (1901a-1901d) experimented with excitation of nerves of the frog, toad, tortoise and man, by very short rectangular current pulses, and arrived at the same formula. This expressed the relationship between the intensity of the threshold current and the time of its action. According to his data

\[ i = \frac{a}{t} + b, \]  

where \( i \) is the intensity of the current*, \( t \) the time of its action and \( a \) and \( b \) are constants.

The applicability of this empirical formula to different tissues was confirmed by a number of investigators. In addition, attempts were made to give it a theoretical basis, starting from the concept of the cell as an electric condenser (Chagovets, 1903; Ebbecke, 1927; Hill, 1935, and others).

At the same time, Nernst (1899, 1908), starting from the hypothetical concept of semipermeable membranes on the surface of fibers, and also assuming that excitation should appear when the concentration of ions on these membranes reached a certain definite value under the influence of electric currents, stated a formula according to which

\[ i = \frac{a}{\sqrt{t}} \]  

This formula differs basically from those of (1) Hoorweg and (2) Weiss in that here the intensity is inversely proportional to the square root of time, while there it is simply inversely proportional to time. Nevertheless, Nernst produced copious experimental data (of his own and from other authors), designed to convince the reader that he and not Hoorweg and Weiss was right.

---

* In reality it is not the intensity of the current which is measured, but the voltage, which is proportional to the intensity of current at a constant resistance. Therefore in certain cases we shall, in the formula of Hoorweg, use voltage instead of \( i \). In that case the formula will be as follows: \( v = \frac{a}{C} + b \).
Odd as it may seem, both formulas entered into text books where they co-exist, notwithstanding the obvious contradiction between them (see for example, Rubinshtein, 1947). The formula of Nernst, on the basis of the membrane theory, is apparently adequately confirmed by the experiment. At the same time it is indicated that in practice, especially for very short time intervals, the formula of Hoorweg is the more accurate. The reader may remain confused: what is the truth of the matter? Only after an accurate empirical solution of this problem can a correct theory be constructed.

One of the tasks we took upon ourselves (Nasonov and Rozental, 1953) was an attempt to determine empirically the relationship between intensity of electric stimulus and the time of its action. Another task, closely linked with the first, was the attempt to elaborate a rational method to measure excitability of tissue because, as we shall try to show later, the widely used chronaximetric method suffers from a number of basic shortcomings.

Physiological Significance of Constants a and b in the Formula of Hoorweg-Weiss

Let us start from analysis of the formula of Hoorweg-Weiss \( i = \frac{a}{t} + b \). At sufficiently small time intervals the ratio \( \frac{a}{t} \) becomes so large in comparison with \( b \), that the term \( b \) may be ignored. Then the formula will be transformed into a simple inverse proportion:

\[
  i = \frac{a}{t}
\]  

(4)

On the other hand, if the time intervals are sufficiently large then \( \frac{a}{t} \) becomes so small in comparison with \( b \) that this ratio may be neglected. Then \( i \) becomes a constant value:

\[
  i = b.
\]  

(5)

Thus, the general formula of Hoorweg (1) expresses two laws. One is applicable to the region of specific short time intervals, while the other— to the region of more prolonged ones.

From equation (5) follows the physiological meaning of constant \( b \). This constant numerically equals the threshold intensity of the current (or threshold voltage) in the region of prolonged time intervals. It characterizes excitability which does not depend on time. We shall from now on denote it as the protracted threshold of excitability.

Further, from the formula \( i = \frac{a}{t} \) it follows that \( a = it \), or that \( a \) is a product of the threshold intensity of current at the time of its action. If the independent variable \( t = 1 \), then \( i = a \). From this equation follows the physiological meaning of constant \( 'a' \). This constant numerically equals the threshold intensity (or voltage) of the current which will cause excitation for a certain given time of action accepted as a unit, in the region of sufficiently short intervals. Consequently, constant \( 'a' \) characterizes
excitability depending on time. We shall further call it the "short-term" threshold of excitability.

These two constants characterize excitability of the conducting fiber if the latter behaves according to the formula of Hoorweg. It is not difficult to find these constants. We shall show later that under the influence of these or other agents, both characteristics of excitability may change to a sufficient degree, independently of each other and not proportionally to each other, and that in order to understand the effect of various factors on excitability of the conducting tissues it is necessary to study simultaneously the dynamics of changes in both a and b. So far this has not been done. Since the first studies by Lapicque and his co-workers, only the protracted threshold of excitability, called by Lapicque the rheobase, was studied, as well as the quantity introduced by him—chronaxy, the value of which causes a number of serious doubts (see below).

The short-term threshold of excitability may be expressed in volts per unit of time. But it may also be expressed in fractions of a second per unit of voltage. Indeed, in the formula \(i = \frac{a}{t^n}\) may be made to equal unity and then \(a = t\) (numerically). In this case the constant \(a\) may be defined as the threshold time for the duration of which a current intensity (or voltage) chosen as a unity causes tissue excitation within the range of short-time intervals. This is another way of expressing the constant 'a' as in physics. Action speed, for example, may be expressed either by the length of the path travelled in a time unit or the time necessary for traversing a unit of path. Correspondingly, we shall further call the constant \(a\) either the short-term threshold of excitability (starting from 'a' as proportional to the threshold voltage of current at constant time), or threshold time of excitation—T (starting from 'a' as proportional to the threshold time at a constant voltage).

![Figure 161](image.png)

**FIGURE 161.** Voltage—time curve plotted according to the formula

\[i = \frac{a}{t^n} + b\], where a, b and n are equal to 1. Chr—chronaxy.
FIGURE 162. Logarithmic voltage-time curves, corresponding to the empirical formula \( i = \frac{a}{t^n} + b \) (according to Nasonov and Rozental', 1953)

A — curve constructed according to the formula where \( a, b \) and \( n \) equal 1; B — change of the curve on varying constant \( b \); C — the same, varying constant \( a \); D — the same, varying constant \( n \).

\( \text{Chr} \) — chronaxy; \( a \) — threshold of short-term excitability; \( b \) — threshold of protracted excitability (rheobase); \( T \) — threshold time of excitation.

Usually the relationship between intensity and time of excitation is graphically expressed in the form of a curve, the abscissa of which shows the time of action of electric current, and the ordinate its intensity. Such a curve is an equilateral hyperbola, the left wing of which approaches asymptotically the ordinate while the right wing strives to a straight line parallel to the abscissa, removed from it by the distance \( b \) (Figure 161). The inconvenience of such a presentation is that on the ordinary scale it is only possible to depict a small section of the curve. It is therefore much more convenient to plot on the coordinate axes, not the time and intensity (or voltage), but their logarithms. Then the intensity time curve (or voltage-time curve), corresponding to the formula of Hoorweg-Weiss acquires the form given in Figure 162A.

It will be seen later that the right wing of such a logarithmic curve strives to a horizontal straight line located at the level of \( \log b \), and the left wing strives to a straight line sloping at 45° to the abscissa. On such a graph (Figure 162A) the abscissa encompasses an interval of excitation from 0.001 to 1,000 milliseconds, i.e., differing from each other million-fold. The ordinate shows the logarithms of voltage from 0.1 to 1,000 volts, i.e., values differing from each other 10,000 times; while the ordinary graph (Figure 161) shows only several hundred units discernible to the eye.

Another great advantage of logarithmic curves is that the shape of the curves does not change according to the scale of units plotted on the coordinate axes; only the position of the curve changes.
The logarithmic curves clearly illustrate the value of the constants a and b in the formula of Hoorweg (Figure 162A). Figure 162B shows curves in which only the constant b varies. As a result, the right hand rectilinear wing of the curve shifts parallel to itself. This means that in the region of sufficiently short time intervals everything remains as before, while in the region of prolonged intervals the excitability of the fiber varies.

In Figure 162B only 'a' varies. In this case, the left hand rectilinear wing of the curve (at a slope to the abscissa) also shifts parallel to itself, while the position of the right wing does not change. This means that excitability of the fiber changes on excitation with short currents, while on excitation with more prolonged currents the excitability remains constant. Such cases are met with in practice.

Gradient Factor (Constant n)

The applicability of the formula \( i = \frac{a}{t} + b \) to these or other specific cases is very easy to check if the curves are drawn to a logarithmic scale. In the region of short-time intervals \( i = \frac{a}{t} \). The logarithms of this equation gives:

\[
\log i = \log a - \log t
\]

If the logarithms of time (log t) are plotted on the abscissa, and the logarithms of intensity (log i) on the ordinate, equation (6) will be expressed by a straight line oblique with respect to the abscissa.

Since the coefficient before log t equals unity, the slope of this straight line should be 45°: consequently such straight lines should cut off segments of equal length on the coordinate axes (tan 45° equals 1).

At the same time, in the region of sufficiently long time-intervals of excitation \( i = b \). Using the logarithms of this equation we obtain \( \log i = \log b \), which is also expressed by a straight line parallel to the abscissa at level of \( \log b \). It is quite obvious that these two straight lines corresponding to sufficiently short and sufficiently long durations should be joined by a plane segment.

The logarithmic curve thus obtained is shown in Figure 162A. In the logarithmic form all the known curves of strength-time asymptotically approach two straight
lines without exception: to the right—parallel to the abscissa, and to the left—inclined at a certain angle to it (Figure 162A). However, the slope of this left-sided straight line does not always satisfy the formula of Hoorweg-Weiss in which this slope, expressed by the tangent of the angle (ratio of segments on the ordinate and on the abscissa), should equal 1.

Figure 163 shows a group of different curves of voltage-time obtained by us reduced to a common rheobase and drawn close to each other, so that the beginnings of their inflection coincide, for the sake of clarity.

This treatment does not change the angles of slope of their left-hand straight segments. Each of the given curves (I-V) has its own slope*.

What does this slope mean? How should this reflect on the empiric formula corresponding to these curves?

As already stated, the left hand part of the logarithmic curve of intensity-time according to Hoorweg-Weiss, should be expressed approximately by the equation (6). We have also stated that this is a straight line equation at a 45° angle to the abscissa, since the slope of the straight line is determined by the coefficient of proportion of the independent variable (t). In the given case this coefficient represents the tangent of the slope of the straight line, which here equals one. We have thus been convinced that this slope differs in various cases and the tangent of its angle may vary within the limits of 1.0 to 0.5. Consequently this part of the logarithmic curve should correspond to the equation

\[ \log i = \log a - n \log t \]

and in the nonlogarithmic form

\[ i = \frac{a}{t^n} \]

Then in the complete form the intensity-time curve should be expressed by the following equation:

\[ i = \frac{a}{t^n} + b \]

Thus, we reach a very interesting conclusion, solving the contradiction between the formula of Hoorweg-Weiss on the one hand, and that of Nernst on the other. Both formulas are only particular cases of a more general rule expressed by equation (9).

In this equation the constant \( n \) may acquire different values. For a number of tissues, for example nerves and skeletal muscles of vertebrates, it is close to one, and we approach very close to the formula of Hoorweg-Weiss. In other cases—nerves and muscles of certain invertebrates, smooth muscles of vertebrates, skin receptors of man, etc., this value may approach 0.5. In that case a relationship close to Nernst's formula takes place.

It is quite obvious that all the curves given in Figure 163 cannot coincide at any chosen scale, due to the different slope of the left wing. However, Lapicque (1926) in his book states that with a proper choice of the

* On determination of the slope of the curves by a logarithmic graph, errors within the limits of ± 10% are possible.
time scale, all the strength-time curves can be superimposed on each other at all their points. In order to prove this contention he chose from among his extensive data 6 intensity-time curves in which the slopes of the rectilinear left wing ("n") in the logarithmic scale were approximately 0.5. However, in other tissues studied by him the values of n deviated from 0.5. Figure 164 shows two logarithmic curves of voltage-time plotted according to the data of Lapicque and reduced to the same rheobase. It is obvious that superimposition of these curves does not occur here.

The physiological significance of the constant n can be most clearly demonstrated by a specific example. Let us assume that in the region of very short intervals of current action we reduce its duration 4-fold. If we accept that each time, in order to obtain excitation waves, a 4-fold stronger current is necessary, this will mean that a simple inverse proportion occurs (i = $\frac{a}{t}$) and that n = 1, as assumed by Hoorweg, Weiss, Hill and others. However, it may be that on each 4-fold reduction of the time of action current it is necessary to increase the intensity not 4-fold, but 2-fold. Mathematically this may be expressed by the formula $i = \frac{a}{t^n}$, i.e., a relationship postulated by Nernst: (as has been shown, n may also have other values from 1.0 to 0.5). Consequently in the formula n expresses the slope of increase of threshold intensity of the current on reduction of its time of action. Graphically, on the logarithmic curve of intensity-time, the value n determines the slope (the tangent of the angle) of the asymptote to which the curve approaches. In Figure 162B only n changes in the formula $i = \frac{a}{t^n} + b$. Correspondingly, only the slope of the asymptote changes. The constant n will be called the curve incline factor. Its practical determination presents no difficulties. Obviously, the common error of Nernst and Lapicque, and of Ebbecke and Hill was the conviction that the same relationship exists for all tissues as between the intensity of current and the time of its action. This was required by the theory from which they started. However, as has been shown above, this relationship differs (the constant n varies from 0.5 to 1). It is interesting that the necessity to introduce an exponent of the nth power varying from 1 to 0.5 into the empirical formula of Hoorweg for time, was already indicated by the American investigator Cole in 1933, and independently by the French investigator Colle, (1933).
However, the results of both authors remained unnoticed, probably because they complicated the problem to a great extent and refuted both the concentrational (Nernst), and the condenser theories of excitation (Ebbecke, Chagovets, Hill). These studies, for example, were not included in the review of chronaximetry written in Russian by Uflyand (1938). They were also unknown to us at the time when we published our papers in which we expressed for the first time our views on the curve incline factor \( n \) (Nasonov and Rozental', 1953). We assume that if in 3 papers the authors reach the same conclusions at different times and quite independently from each other, this indicates that these conclusions are correct.

Table 50

Threshold voltages of intensity-time curves of human biceps
(according to Rozental' and Filippova, 1957)

<table>
<thead>
<tr>
<th>Capacity of condenser (in ( \mu \text{F} ))</th>
<th>Subject No. 1</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( v_1 ) from Hoornweg's formula</td>
<td>( v_2 ) experimental</td>
<td>Difference (in %)</td>
<td></td>
<td>Difference (in %) according to formula ( \frac{v_2 - v_1}{v_1} \times 100 ) for subjects:</td>
</tr>
<tr>
<td></td>
<td>Subject No. 2</td>
<td>No. 3</td>
<td>No. 4</td>
<td>No. 5</td>
<td>No. 6</td>
</tr>
<tr>
<td>90</td>
<td>-</td>
<td>6.6</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>30</td>
<td>-</td>
<td>6.6</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>7.2</td>
<td>7.2</td>
<td>+0.4</td>
<td>-0.3</td>
<td>+8.6</td>
</tr>
<tr>
<td>2</td>
<td>8.0</td>
<td>8.2</td>
<td>+2.5</td>
<td>-1.6</td>
<td>+2.3</td>
</tr>
<tr>
<td>1</td>
<td>9.5</td>
<td>9.4</td>
<td>-0.1</td>
<td>+1.8</td>
<td>+2.2</td>
</tr>
<tr>
<td>0.5</td>
<td>12.4</td>
<td>11.2</td>
<td>-0.9</td>
<td>-13.5</td>
<td>+7.8</td>
</tr>
<tr>
<td>0.2</td>
<td>21.0</td>
<td>20.0</td>
<td>-5.0</td>
<td>-6.3</td>
<td>+8.1</td>
</tr>
<tr>
<td>0.1</td>
<td>35.3</td>
<td>34.0</td>
<td>-3.7</td>
<td>-3.6</td>
<td>-0.3</td>
</tr>
<tr>
<td>0.05</td>
<td>64.0</td>
<td>62.0</td>
<td>-3.1</td>
<td>-7.3</td>
<td>-2.2</td>
</tr>
<tr>
<td>0.03</td>
<td>150.0</td>
<td>150.0</td>
<td>0.0</td>
<td>+7.2</td>
<td>+2.2</td>
</tr>
<tr>
<td>0.01</td>
<td>203.6</td>
<td>310.0</td>
<td>+5.6</td>
<td>-8.2</td>
<td>-0.9</td>
</tr>
<tr>
<td>0.005</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+12.1</td>
<td>-</td>
</tr>
</tbody>
</table>

To what extent does the suggested empirical formula, \( i = \frac{a}{t^n} + b \), coincide with the actual curves of strength-time?

It has already been stated that in the regions of very short, as well as in those with prolonged time intervals, any logarithmic curve of intensity-time is transformed into 2 straight lines: one inclined to the abscissa and one parallel to it. Here there is close agreement with the formula. The curvilinear part connecting the two straight lines also corresponds exactly to the formula in certain tissues. Thus, Figure 165 shows an ideal curve corresponding to the formula \( i = \frac{a}{t^n} + b \), and points are shown obtained with the human biceps. Results agree within the limits of experimental error.
Table 50 shows values of threshold voltages for various times excitation current for the biceps of 6 (human) subjects studied (Rozental' and Filippova, 1956). These values were compared with those calculated according to Hooreweg's formula. This could be done because in all the muscles studied, the coefficient n was close to 1. For tissue no. 1, the absolute theoretical and experimental values are given, as well as the percentage difference between them. For the muscles of the remaining 3 experimental tissues, only the percentage deviations are given. The experimental and calculated figures agree closely. In the majority of cases the difference is less than 10%.

For the frog sciatic nerve the correlation between experimental and theoretical figures is not quite so close, as a rule. In the transitory part of the curve, deviations are observed which are probably caused by the fact that the nerve consists of fibers with different properties, in which the intensity-time curves intersect with each other. Anomalies of this kind were described in detail and studied by Lucas (1907), Lapicque (1926), Rushton (1931, 1932, 1935) and others.


Method of Measuring

From the previous chapter it is clear that to measure the excitability of the conducting fiber completely, it is necessary to determine 3 constants—a, b and n. However, no one has done this until now. Instead, for the characterization of excitability, the method of chronaximetry introduced by Lapicque was used, consisting of determination of the constant b (rheobases) and of the value suggested by Lapicque, i.e., chronaxy, supposedly serving as the time factor.

Determination of the three basic constants of excitability presents no difficulties. In practice only slight changes in normal chronaximetry are required. It is necessary to increase the region of the short intervals of excitation somewhat and to increase the store of electric voltage correspondingly.

For these purposes an instrument was used, the scheme of which is illustrated in Figure 166. The time of condenser discharge is determined by the formula $t = \frac{cR}{v}$, where c is the capacity of the condenser and R is the resistance of the chain. We did not consider it possible to shorten the time intervals by reducing the capacity below 0.001 microfarads, since by doing this the accuracy of measurement sharply decreased. We reduced resistance (R), substituting the Lapicque shunt by a 100 ohm shunt. This shortened the time of discharge of the condenser 100-fold, thanks to which the recalculation for time was achieved by multiplying the number of microfarads, not by 4, as required in the case of the Lapicque shunt, but by 0.04. The resistance of the tissues (thousands and tens thousands of ohms) always exceeded by so much the value of 100 ohms that some fluctuation in the dimensions of this resistance did not appreciably affect the speed of discharge of the condensers. The choice of capacities was from 600 to 0.001 microfarads, which made it possible for us to vary the time of discharge from $2 \times 10^{-2}$ to $4 \times 10^{-8}$ seconds. There was obviously no great distortion
with the shortest discharges, since the rectilinear distribution of the points on the logarithmic curve was observed up to the very last measurements. The maximal voltage used was about 400. A battery of dry elements or a kenotronic rectifier served as source of current.

In addition to the 100 ohm shunt, a resistance of 50 k ohm was introduced into the chain in series. It is also recommended that the distance between the electrodes be about 1.5-2.0 cm. The last two measures were necessary to minimize the changes of threshold intensity of the current, after changes of resistance of the nerve segment under investigation. If, however, the measurements were performed in man with the use of skin electrodes, the resistance to the current brought to the nerve was so much increased by the skin and other tissues that the serial resistance of 50 k ohm was no more necessary.

The theoretical basis for these two measures will be given in Part VI of this book.

Using a number of tissues (nerve-muscle preparation, myocardium and stomach of frog, leech muscles and others) parallel curves were determined with the Lapicque shunt and with our shunt. The results showed that the shape of the curve does not change on transition from one shunt to the other (Figure 167). The excitability curves obtained in man on excitation through the skin were an exception.

Measurement of the excitability constants was performed in the following way. First of all the whole voltage-time curve was determined and stated in logarithmic form (Figure 168, 1). For determination of the constant \( n \), the left sloping asymptote was continued to the intersection with the coordinate axes. The ratio between the value of the segment cut off on the ordinate to that on the abscissa gave the value of \( n \). In the case described this ratio was close to 1 (\( n = 0.97 \)).

We found that for the majority of tissues (nerves and skeletal muscles of vertebrates) the value of \( n \) is close to 1 (Hoorweg's formula: \( i = \frac{a}{t} + b \) is valid here), whereupon during the action of various agents, the slope of the left wing of the logarithmic curve does not change (see Figures 168, 170 and 171). Consequently, in the case of these tissues it is not necessary to determine the constant \( n \).

Constant \( b \) (Lapicque's "rheobase") was determined in the usual way. Attention will be drawn to determination of the threshold of short-term excitability or constants \( a \), since it raised the greatest number of problems in the discussion that took place regarding chronaximetry (Uflyand, 1954; Abrikosov and Darkshevich, 1954; Kiselev, 1954; Navakatikyan, 1954; Nasonov and Rozental', 1955).

As already stated, in the region of sufficiently small time intervals, it may be assumed that \( i = \frac{a}{t} \) or \( a = i \cdot t \) (or \( a = vt \)).

a—measurements performed with a 100 ohm shunt; b—measurements performed with the Lapicque shunt; Chr—chronaxy.

FIGURE 168. The effect of 5% ethyl alcohol on a nerve-muscle preparation of frog (according to Nasonov and Rozental', 1953)

Logarithmic curve of voltage-time: 1—before narcosis; 2—the same preparation 38 minutes after onset of narcosis; 3—same preparation 1 hour 36 minutes after onset of narcosis; n = 0.97. Remaining legend as in Figure 162.

Transforming Hoorweg's formula \[ v = \frac{a}{t} + b, \] we obtain \[ a = (v - b) t. \] If \( v \) exceeds \( b \) 100-fold, then discarding \( b \) in this formula creates an error in the calculation not exceeding 1%, which is insignificant, being considerably lower than the experimental error. Then constant \( a \) will be determined by the product of threshold time and threshold intensity (or voltage). We suggested using the product of the threshold number of millivolts and the threshold number of milliseconds as the general unit for measurement of \( a \) (Nasonov and Rozental', 1955). We shall show the determination of \( a \) in a specific example of the intensity-time curve of a frog nerve under normal conditions, and after the action of alcohol (Figure 168). It follows from Table 51 that the rheobase of this nerve is 0.059 volt. A 100-times greater value will equal 5.9 volts. Consequently, if \( a \) is determined at more than 6 volts the error will be less than 1%. On this basis we chose a time-interval of excitation which was so short that it requires a threshold voltage not less than 6 volt. Taking 0.001 millisecond, for example, we find that a threshold voltage of 12 volts is necessary. Since \( a = vt \) the value of \( a \) equals 12,000 millivolts x 0.001 milliseconds = 12 millivolt milliseconds. That is all that is required for determination of the constant \( a \). As in the determination of the rheobase, this takes no more than a minute. In view of the fact that \( a = vt \) we shall...
obtain the same figure, 12 millivolt millisecond, determining a at any higher voltage.

<table>
<thead>
<tr>
<th>Constant</th>
<th>Before narcosis (see Figure 168, curve 1)</th>
<th>After 1 hr, 36 min of narcosis (see Figure 168, curve 3)</th>
<th>Changes in initial value (in %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Increment (n)</td>
<td>1.0</td>
<td>1.0</td>
<td>0</td>
</tr>
<tr>
<td>Protracted threshold of excitability (in volts)</td>
<td>0.059</td>
<td>0.98</td>
<td>+1560</td>
</tr>
<tr>
<td>Short-term excitability threshold (in mvolt msec)</td>
<td>12</td>
<td>73</td>
<td>+500</td>
</tr>
<tr>
<td>Chronaxy (in msec)</td>
<td>0.5</td>
<td>0.32</td>
<td>-36</td>
</tr>
</tbody>
</table>

Subsequently the nerve was subjected to the action of 5% alcohol vapors. Its excitability decreased and correspondingly, the curve successively assumed positions 2 (after 38 minutes of the narcotic action) and 3 (after 1 hour, 36 minutes). As seen from Table 51 and Figure 168 the rheobase became equal to 0.98 volts, which meant that the protracted threshold of excitability increased 18.6-fold. For determination of the short-term threshold of a, the same time was applied (0.001 millisecond) and its threshold voltage found. Now the latter will be not 12 volts but 73 volts. Consequently, the short-term threshold of excitability will now be 73,000 millivolts x 0.001 milliseconds = 73 millivolt milliseconds. The constant a increases 6-fold (less than constant b!).

From the above example it will be seen that determination of the constant a is very simple. It becomes somewhat more complicated when dealing with a curve corresponding to the formula \( i = \frac{a}{t^n} + b \). In that case, for short-time curves \( a = \text{mv}^n \), and therefore to obtain the numerical value of a in the same units, the number of millivolts should be multiplied by the number of milliseconds to the nth power.

In the majority of cases the purpose of the study is not to compare excitability of different tissues, but to study changes of excitability in the same tissue following the action of different agents.

The simplest way of determining a is not in absolute units (millivolt, millisecond) but in relative ones, assuming the initial value of a to be 100%*. For this purpose, in the region of sufficiently small time-intervals, of excitation (where v is larger than b, for example, 100-times) any convenient time period may be taken (for example, 0.001 millisecond). This was accepted as a unit and the threshold number of volts determined. In our case it was 12 volts. This initial number we assumed to be 100% and we subsequently studied the dynamics of this value either in the course of

* Determination of a in relative units of measurement was suggested by us in our 1953 studies (Nasonov and Rozental'').
experiment, or during various pathological processes, finding the threshold number of volts by using one and the same time period (0.001 millisecond).

The rheobase may also be expressed in per cent. In our example (see Table 51), after the action of 5% alcohol vapor for 1½ hours, the protracted threshold of excitability increased by 1,500%, while the short-term excitability threshold increased only by 500%. These values often changed not directly in relation to each other but sometimes even in inverse proportions.

Many contemporary physiologists firmly believe that it might be possible to separate the constant determining excitability of nerve or muscle fibers and the time constant (or factor) determining the time necessary for appearance of excitation at a certain current intensity. This viewpoint is basically wrong. In reality there is not an excitability factor and a time factor but two excitabilities: one, independent of time and characteristic for long intervals of current action, and the second, connected with the first by gradual transitions, depending on time and characterized by short intervals of current action. This short-term excitability is characterized by constant a. It is proportional to the threshold-time of the current action at a constant intensity; consequently it is also a constant time. It is also proportional to the threshold intensity of the current at constant time, consequently it is also an excitability constant for short-time intervals.

The method of determination of a just described is the most accurate, because this value, like the rheobase, is determined directly by one measurement only. In certain cases, however, the value of the rheobase is so high that the instrument will not allow the determination of a by a voltage exceeding 100-fold that of the rheobase. In that case, b cannot be disregarded in equation $a = (i - b) t$, without introducing a considerable error, and it is therefore necessary to subtract the value of the rheobase b from the threshold voltage v (i). In this case the error of determination of a increased considerably. Consequently, voltages higher than the rheobase should be used only in cases of extreme necessity.

Method of Determination of Excitability of Human Muscles

In studying excitability of human muscles (Rozental' and Filippova, 1957) the above-described apparatus was used (Figure 166), but without the serial 50 k ohm resistance. This resistance was actually replaced by the high resistance of tissues through which the current passed on its way to the nerve. The excitability thresholds of nerves and muscles on the intact organism are much higher than those of the isolated tissues, but thanks to the 100 ohm shunt a complete intensity-time curve may be obtained, using a voltage of the current source of 400-500 volt, in the intact organism as well. In the majority of condenser chronaximeters now in wide use for determination of the rheobase, a pulse of constant current is used. Such a determination is usually accompanied by pain sensations (Uflyand, 1938). In experiments by Rozental' and Filippova the determination of the rheobase by use of condenser discharges of long duration was absolutely painless.

The method of so-called unipolar excitation in which the acting electrode is a small differential one, applied to the skin at the motor point.
The differential electrode is usually a round plate of chlorinated silver, 1 sq cm in area, wrapped in cotton and gauze and soaked with a physiological solution. In accepted chronaximetric practice the differential electrode is applied to the motor point in each measurement of excitability. This method has basic shortcomings. If the electrode is moved away from the motor point only by a few millimeters or pressed a little stronger, quite different values of excitability are obtained. The moisture of the electrode is also of importance. Stable results are obtained only by investigators with great technical experience. All these factors introduce a subjective element into the measurements which is very difficult to evaluate.

For the study of dynamics of excitability during short time periods (not more than 1 day) this method was modified. A chlorinated silver cup 1 square cm in area and 4 mm in depth was used as differential electrode. The cup was filled with cotton soaked in hot 2% agar-containing Ringer's solution. After the agar solidified, the motor point was found and the cup-electrode was fixed to it with adhesive tape. In the intervals between experiments the electrode was immersed in Ringer's solution. This modification of the electrode always ensured the same degree of moisture, the same degree of pressure, and tight fixation of the electrode to the motor point. This completely eliminated subjective errata in studying excitability. However, there is one less important shortcoming not eliminated by this method, i.e., the possible shift of the motor point. It is self-evident that in more prolonged studies, exceeding 1-2 days, this method is not applicable.

Comparison of Excitability of Various Tissues

The absolute values of excitability thresholds measured (a and b), depend to a large extent on the histological structure of the investigated tissue, since this determines the fraction of the electric current which penetrates the fiber and serves as the actual stimulus. Therefore, comparison of excitabilities of various objects is only of relative value, sometimes being quite impracticable.

Nevertheless, performing measurements under strictly standardized conditions allows comparison, with a certain accuracy, of excitability of various tissues.

Figure 169 shows voltage-time curves of 5 various tissues, and Table 52 shows the numerical values of their excitability constants. The tissues are arranged in order of increasing rheobase (threshold of protracted excitability), i.e., in order of decreasing excitability according to this constant.

In all the tissues, constant a was determined by the threshold time necessary to obtain a propagating excitation from 100 volts. In order to obtain the numerical value of a, the voltage in millivolts (100,000 millivolts) was multiplied by the threshold time in milliseconds*. This was done in all.

* For the determination of another voltage could also be used, for example, 150, 200 volt, etc. In all cases the same numerical value for a would be obtained, since a = it.
cases with the exception of the frog stomach, because here the steepness of constant \( n \) is close to 1 and \( a \) is calculated from the formula \( a = it \). In the frog stomach \( n = 0.5 \), therefore the numerical value of \( a \) was determined from the equation \( a = i\sqrt{t} \). From Table 52 it will be seen that according to the short-term threshold of excitability \( a \), all the tissues are arranged in this case as according to \( b \).

Table 52

<table>
<thead>
<tr>
<th>No. of curve (sec)</th>
<th>Experimental object</th>
<th>( b ) (in volts)</th>
<th>Threshold time at 100 volt (in msec)</th>
<th>( a ) (in mvolt-msec)</th>
<th>( n )</th>
<th>Chr (in msec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Frog, sciatic nerve</td>
<td>0.036</td>
<td>0.00004</td>
<td>4</td>
<td>0.94</td>
<td>0.38</td>
</tr>
<tr>
<td>2</td>
<td>Frog, sartorius muscle</td>
<td>0.16</td>
<td>0.0017</td>
<td>17</td>
<td>0.92</td>
<td>0.50</td>
</tr>
<tr>
<td>3</td>
<td>Frog, heart muscle</td>
<td>0.19</td>
<td>0.0053</td>
<td>530</td>
<td>0.66</td>
<td>7.00</td>
</tr>
<tr>
<td>4</td>
<td>Leech, muscles</td>
<td>1.52</td>
<td>0.0060</td>
<td>800</td>
<td>0.88</td>
<td>1.05</td>
</tr>
<tr>
<td>5</td>
<td>Frog, stomach</td>
<td></td>
<td>0.14</td>
<td>37,500</td>
<td>0.52</td>
<td>--</td>
</tr>
</tbody>
</table>

The fact that \( a \) is a measure of the threshold time of excitation follows from the formula \( a = it \), since at a constant time \( t \), \( a \) is proportional to \( i \), while at a constant \( i \), \( a \) is proportional to \( t \). Figure 169 clearly illustrates this point. Here, a voltage of 100 volt was used as the constant \( v \) (i). A current of such a voltage should cause excitation in the frog nerve in 0.00004 milliseconds, in the frog muscle—0.00017 milliseconds, in the heart muscle—0.0053 milliseconds and in the muscle of the leech—0.0060 milliseconds. Consequently, frog nerve is the most "rapid" of these tissues, and the muscles of the leech—the "slowest", according to Lapicque's terminology.

All that has been said above refers to tissues with a similar constant of \( n \). Excitability in short intervals in such tissues may be compared by \( a \). For tissues where \( n \) differs, it is impossible to compare short-term excitability only by \( a \). Their voltage-time curves may intersect and the ratios of their velocities of reaction will differ, depending on the time intervals during which they are measured.

* The rheobase in the case of frog stomach was not determined since it is located in the region of durations of excitation longer than those for which the measuring instrument was devised.
Table 52 shows that the arrangement of the tissues according to the value of constant a does not always coincide with the series according to chronaxie, which, in the opinion of most contemporary physiologists, should serve as a time constant. It is quite obvious that chronaxie is not always a reliable index. We shall try to show later that chronaxie is not a time constant, as is usually thought, and we shall try to show the sources of error in chronaximetry.

Furthermore, attention is drawn to the fact that the tissues, quite arbitrarily chosen by us, differ much more in respect to constant \( a \) than \( b \). Thus, in extreme examples the rheobase of frog nerve is 42 times smaller than that of leech muscle, while the short-term thresholds of excitability differ 150-fold. There is reason to believe that such relationships exist in the comparison of most tissues.

Finally, another result from the comparison of voltage-time curves of various tissues follows. Figure 169 shows that the left wing of the logarithmic curve of smooth gastric muscle (5) is inclined to the abscissa at a more acute angle \( n = 0.52 \) than in other curves (in the case of heart muscle \( n = 0.98 \), for skeletal muscle, \( n = 0.92 \); Table 52). It follows from this that on further shortening of the stimulus time, the voltage-time curve of smooth muscles will intersect with the other curves. This obviously means that in the region of short intervals of excitation, stomach muscles are more sensitive and more "rapid" than heart and skeletal muscles. On testing their sensitivity by current of the same voltage, the threshold time for smooth muscles will be less than for striated muscles. The intersection with the curve for heart muscle will take place approximately at a duration of stimulus of 0.0001 milliseconds and a voltage of approximately 3,000 volt; that with the curve of skeletal muscle—at a duration of 0.00000001 millisecond and a voltage of approximately 1,000,000 volts. An appropriate instrument may be constructed to check these conclusions. This is comparatively easy to do with heart muscles.

At first sight this conclusion may seem paradoxical. But actually, it is logical. Subsequently, data will be given to indicate that the excitation in conducting fibers is determined not by the intensity of the current or by voltage, but by its energy. On this basis it can be shown that excitability of nerve elements, and of striated muscle fibers of vertebrates, depends to a large extent on duration of the stimulus by which excitability is determined. A sharply expressed maximum of excitability exists in the region of the optimal physiological time intervals (for frog muscles about 0.1 milliseconds). To the right and to the left of this maximum the excitability of the fibers drops very steeply (see Figure 204).

Smooth muscles do not possess this property, and in the region of sufficiently short intervals of stimulation their excitability does not depend on the time of action of the current. It follows from this that excitability and speed of reaction of skeletal muscles should exceed those of smooth ones only at the optimum time of action of the stimulating current. At very short, nonphysiological time intervals, these relationships are distorted.
Chapter 3. Chronaxy

Does Chronaxy Determine the Rapidity of Excitation?

Due to the studies of Hoorweg (1892) and Weiss (1901a-1901d), it became obvious that for excitation not only the current intensity, but also its time of action was of great importance. It became necessary to introduce a time constant into determination of excitability.

To estimate intensity-time curves Lucas (1907) used the threshold duration necessary to cause excitation at twice the threshold intensity. Lucas called this time the "excitation time". However, he later rejected the use of this value as a time factor.

Lapicque (1909) who borrowed this term from Lucas, gave it the name of chronaxy, which, when translated from the Greek, means "time value". According to Lapicque this value, together with the "rheobase" (a term also introduced by him) fully characterizes the excitability of a tissue, both as to intensity of excitatory currents and regarding the duration of its action. Since then chronaxy has become firmly established in physiological usage as a time constant, being considered as a measure of reaction-velocity of the tissue. It is sometimes said that chronaxy and rheobase are a measure of excitability.

In the literature critical remarks were often made regarding chronaximetry. However, it seems to us that they dealt with matters of secondary importance. They did not dispute the importance of chronaximetry as a method to measure the rapidity of appearance of excitation in conducting tissues (Cremer, 1929; Blair and Erlanger, 1933; Lazarev, 1939, 1947; 1947; Rubin, 1939; Anokhin, Maiorchik and Slavutskii, 1948; Rubin and Fedorova, 1951).

The problem of chronaxy will first be considered from the mathematical point of view.

Chronaxy is defined as the time during which a current equal in intensity to twice the rheobase should act on a tissue in order to cause threshold excitation. We shall start from the formula of Hoorweg-Weiss ($i = \frac{a}{t} + b$). Let us make $i = 2b$, then $t = \text{Chr}$ (chronaxy).

$$2b = \frac{a}{\text{Chr}} + b; \quad \text{Chr} = \frac{a}{b}. \quad (9)$$

In other words chronaxy equals the ratio of short-term threshold to the protracted one.

If chronaxy increases, according to generally accepted opinion it implies a decrease in rapidity of reaction of the tissue. Obviously this decrease should be related to an increase in threshold time of excitation.

Let us see now what controls the increase in chronaxy.

From the equation $\text{Chr} = \frac{a}{b}$ it follows that chronaxy may increase due to the following reasons:

1) If $a$ increases while $b$ remains constant;
2) If $a$ does not change while $b$ decreases;
3) If $a$ and $b$ both increase but $a$ increases faster than $b$;
4) If $a$ and $b$ both decrease, $a$ more slowly than $b$. 296
All these cases are possible since changes in a and b, as has been shown above, may take place in either direction.

From the above it is clear that chronaxy cannot serve as a measure of reaction speed, since its increase may take place with increase as well as decrease of excitation time necessary to cause a reaction. It cannot serve as a measure of excitability, since its increase may be observed both on increase and decrease of excitability thresholds a and b.

Moreover, a case is possible where a and b increase or decrease proportionately to each other. Chronaxy will then remain constant in spite of decrease in protracted excitability and increase in threshold excitation time.

What measure is this then of speed of reaction?

This has originated from the fact that chronaxy is a ratio between two independently changing values (a and b), each of which expresses quite a definite property of the tissue.

That changes in chronaxy do not correspond to changes in threshold-excitation time and excitability can also be seen from the logarithmic intensity-time curves. In order to estimate chronaxy from such curves, it is necessary to draw a line above the level of the logarithm of the rheobase, at a distance of logarithm 2 (lg 2 = 0.3), up to the intersection with the curve, and to drop a perpendicular from this point to the abscissa, which will determine the logarithm of chronaxy (Figure 162, A). In Figure 162, B, the value of a, i.e., the threshold time of excitation, remains unchanged while the rheobase (b) increases. As a result, a decrease in chronaxy takes place which should supposedly indicate an increase in speed of reaction which, in fact, is not so.

In Figure 162, C, only a increases, while b and n remain unchanged. Chronaxy increases as well. This is the only case where chronaxy may serve as an accurate measure of the threshold time of excitation.

Indeed, if the rheobase in the formula \( \text{Chr} = \frac{a}{b} \) does not change, then chronaxy becomes a value proportional to a and may serve as a measure of this value.

Examples of Errors in Chronaximetry

We shall give a number of specific examples of the lack of correspondence between chronaxy changes and those of the time necessary to cause excitation in the tissues.

Example 1. Let us consider Figure 168 which shows voltage-time curves of a nerve subjected to 5% ethyl alcohol vapor. The lower curve (1) corresponds to the condition of the nerve before narcosis. Its rheobase

* If we take the more general formula: \( i = \frac{a}{t \text{h}} + b \), then chronaxy will be determined by the following equation: \( \text{Chr} = \left(\frac{a}{b}\right) \text{h} \). It is not difficult to see that all arguments regarding the effect of the change of values a and b upon chronaxy are also applicable to this more general formula.
is 0.059 volts (Table 51), while the short-term threshold of excitability (a) is 12 millivolts milliseconds. The nerve was subjected to the action of narcotic vapor. After 38 minutes the curve shifted to position 2, while after 1 hour 38 minutes it occupied position 3.

Accordingly, its excitability constants also increased. The rheobase (b) increased to 0.98, i.e., 17-fold, while the short-term excitability threshold (a) increased somewhat less, to 73 millivolts milliseconds, i.e., 6-fold. In a word, a marked decrease in excitability occurred, and consequently the threshold time of excitation increased. As to chronaxy, (Table 51), it will be seen that not only did it not increase as expected (if it really were a measure of speed of reaction), but rather decreased from 0.5 to 0.32 milliseconds. This is quite correct, since on the right hand side of the formula \( \text{Chr} = \frac{a}{b} \) b increased more than a.

**Example 2.** The voltage-time threshold of a frog nerve was measured (Figure 170, 1), after being treated by 10% alcohol vapor to cause complete loss of ability to conduct impulses. Subsequently, the action of narcotic was stopped and after 45 minutes, a curve was again drawn (Figure 170, 2). These curves show clearly that everywhere there was an increase in excitability and a decrease in threshold time of excitation. No matter what voltage was used, a larger threshold-time of action was necessary to obtain excitation before the onset of narcosis than after it. Table 53 shows that the rheobase (b) decreased from 0.14 to 0.03 volts, i.e., 4.5-fold. The short-term threshold of excitability (a) decreased from 11 to 8.7 millivolts milliseconds, i.e., 1.26-fold, consequently the threshold time of excitation shortened to the same extent. Using the picturesque expression of Lapicque, the tissue became "more rapid". Obviously, if chronaxy really characterized the "velocity" of the tissue, it should also shorten; it increased 9-fold.

At the same time all this is not accidental but quite logical, since in the right hand part of the equation \( \text{Chr} = \frac{a}{b} \) the denominator (b) decreases more markedly than the numerator (a).

**Example 3.** Change in voltage-time curves of a rat nerve on cooling (Figure 171). The rheobase and excitability thresholds increased along the whole length of the curve, while chronaxy remained unchanged. In terms of chronaximetry this means that on cooling the nerve from 20 to 5°C its excitability decreased, while the velocity of reaction remained the same. However, the error of this statement is clear. As in the previous case, using any voltage higher than the rheobase, the threshold time necessary for appearance of excitation on cooling of the nerve increased,
and did not remain unchanged. In this case too, the method of chronaximetry led to a gross error. The same is also observed on cooling a pigeon nerve (Figure 189, A).

Table 53

<table>
<thead>
<tr>
<th>Constant</th>
<th>Before narcosis (see Figure 170, 1)</th>
<th>Forty-five min after cessation of narcosis (Figure 170, 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Increment of curve</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td>Protracted threshold of excitability (in volts)</td>
<td>0.14</td>
<td>0.03</td>
</tr>
<tr>
<td>Short-term excitability threshold (in mvolt-msec)</td>
<td>11.0</td>
<td>8.7</td>
</tr>
<tr>
<td>Chronaxy (in msec)</td>
<td>0.25</td>
<td>2.30</td>
</tr>
</tbody>
</table>

The source of error is clear. As shown in Figure 171, the excitability in all segments of the curve of voltage-time changed similarly. Consequently, in the right hand part of the equation \( \text{Chr} = \frac{a}{b} \), both the numerator and denominator decreased to the same extent, as a result of which chronaxy did not change*.

Example 4. One more example will be given, similar to the cases in which chronaximetry is used in medicine, i.e., the change of excitability of the peripheral segment of a cut rat nerve. The consecutive excitability curves of such dying segments are shown in Figure 172, from which it will be seen that the rheobase increased continuously while chronaxy decreased. It might be concluded that in this case, too, the excitability threshold increased before dying, and the velocity of reaction also increased (a physician might interpret this as a favorable sign of a sort). However, here too, the method of chronaximetry leads to error, since in reality the threshold time of excitation increases continuously, as would be expected in a dying tissue.

* We gave an example of cooling of a rat nerve during which chronaxy did not change. However, in other particular cases chronaxy might increase somewhat and sometimes it might even be shortened. All this depends on the ratio between speeds of increase of \( a \) and \( b \).
FIGURE 172. Logarithmic voltage-time curves of peripheral segment of rat nerve, at various time intervals from beginning of the experiment; (according to Nasonov and Suzdal'skaya, 1956b)

1—immediately after cutting; 2—90 minutes after cutting; 3—240 minutes after cutting.

The arrows indicate changes in chronaxy (C hr) and in threshold time of excitation (T).

Similar results were obtained by Apostolaki and Dériand (1925) in whose experiments a peripheral segment of a frog nerve showed an unchanging chronaxy for 3 to 10 days after cutting, accompanied by progressive fall in the rheobase.

The reason for the decrease in chronaxy on increasing the threshold intensity and the time of excitation was that b increased at a faster rate than a.

If in the right hand part of the equation $\text{Chr} = \frac{a}{b}$, $b$ changes relatively less than $a$, then chronaxy will change in the same direction as will constant $a$, i.e., it will give qualitatively correct indications of the change of threshold time of excitation. Quantitatively, however, these data will be distorted by changes in $a$. It has been mentioned that chronaxy accurately reflects changes in threshold time of excitation only where the denominator, i.e., the rheobase ($b$) in the equation $\text{Chr} = \frac{a}{b}$ remained unchanged, while the numerator ($a$) changed. However, such cases are the exception rather than the rule.

Errors due to chronaximetry, taken from data in the literature

In the majority of studies in which changes in excitability were investigated, only chronaxy and rheobase were given. The threshold of short-term excitability was not investigated, and consequently the threshold time of excitation was also not studied. However, in certain particular cases where $n = 1$ these values may be found from chronaxy and the rheobase, since from the equation $\text{Chr} = \frac{a}{b}$ it follows that $a = b\text{Chr}^*$.

* Renquist, Leskinden and Parviainen (1931), studying the effect of urethane on frog muscle, showed that at the beginning of narcotization the rheobase increased, while chronaxy at first decreased and subsequently increased. The product of these values did not change, or increased slightly with the rheobase. The authors designated this product by the letter $a$. They called it the hyperbolic parameter, or the second constant of the hyperbola, not realizing that this value was nothing but the threshold strength of excitation, by stimuli of short duration.
Since many studies were performed on vertebrate nerve or muscles where \( n \) is always close to 1, the value of \( a \) may be reproduced and its dynamics compared with that of \( b \) and \( \text{Chr.} \)

The work of Magnitskii and Muzheev (1930) will be taken as an example. Here the changes in rheobase and chronaxy of a frog nerve under the influence of phenol and cocaine were studied. The authors assumed that the rheobase is an expression of the nerve's excitability, while chronaxy expressed the liability or functional mobility of the nerve (according to the terminology of N. E. Vvedenskii). According to their data, the rheobase of the nerve increased continuously under the influence of narcotics, while chronaxy at first decreased and subsequently increased (Figure 173). On this basis the authors concluded that "parabiosis is associated with decreased excitability. The functional mobility increases at the beginning and decreases later. The characteristic signs of parabiosis correspond exactly to the period of increased functional mobility" (Magnitskii and Muzheev, 1930, pp. 81-82).

If now, on the basis of these data, the value of \( a \) is calculated, it is possible to see that the short-term threshold of excitability, and therefore also the threshold time of excitation increase continuously (Figure 173), at first forming a plateau like the rheobase, and then decreasing rapidly with the death of the tissue. The biphasic nature of the change in chronaxy resulted from the fact that simultaneous increase in \( a \) and \( b \) was not always strictly proportional. Of course we are very far from denying altogether the biphasic nature of the change in excitability during narcosis. It undoubtedly exists and may be detected by measuring the constants \( a \) and \( b \), but not by measuring chronaxy.

In Soviet and foreign literature there are many papers claiming that at the onset of narcosis the rheobase increases while chronaxy decreases. A paradoxical conclusion is drawn from this fact that decrease in excitability of a tissue may supposedly be accompanied by an increase in speed of reaction, and those authors even ascribe a special meaning to this fact, e.g., Schriever and Ehrhardt (1939).

However, the determination of the value of \( a \) from the chronaxy and rheobase, given in this paper, shows that here, too, a false conclusion was drawn, based on the conviction that chronaxy is a measure of the speed of reaction.

Two more examples will be given from clinical practice obtained during the study of limb-muscle excitability in normal cases and during various disease processes*. In various diseases the general decrease in muscle

---

* The measurements were performed by D. L. Rozental' and V. N. Filippova at the State Institute of Traumatology, Leningrad, 1954.
excitability is often accompanied by lengthening of chronaxy, due to the fact that the constant a increases faster than b. Thus the lengthening of chronaxy is an index of deterioration in the condition of the organ.

**Figure 174.** Logarithmic voltage-time curves of normal and pathological human muscles of the hamstring group (according to Rozental and Filipova, 1957)

1—healthy lower extremity: a—529 millivolts milliseconds; b—24 volts, Chr—0.68 milliseconds;
2—diseased lower extremity (ankylosis of the right knee joint): a—696 millivolts milliseconds; b—32 volt, Chr—0.61 millisecond.

**Figure 175.** Logarithmic voltage-time curves of normal and pathological human muscles (m. biceps brachii) (according to Rozental and Filipova, 1957)

1—healthy upper extremity: a—80 millivolts milliseconds, b—7 volts, Chr—0.016 milliseconds; 2—a diseased upper extremity (residual phenomena after spastic paralysis): a—127 millivolts milliseconds, b—16 volts, Chr—0.008 milliseconds.

But there are other cases, too. Figure 174 shows 2 voltage-time curves of the hamstring group of muscles: curve 1—normal, curve 2—during pathological state, in one and the same person. The threshold intensity and threshold time of excitation of the affected limb are seen to be increased along the whole curve, while chronaxy remained unchanged. Consequently chronaxy, in spite of appearances, here indicated the lack of change in excitability. The reason for this was the fact that the constants a and b changed proportionately.

Another case is illustrated in Figure 175. Curve 1 corresponds to the excitability of the biceps muscle of a healthy human arm, and curve 2 corresponds to that of a diseased arm (residual phenomena after spastic paralysis). Here, with general decrease in excitability and increase in threshold time of excitation, shortening of chronaxy is observed, which may also lead the physician to the false conclusion that the diseased muscle reacts more rapidly to stimulation than the healthy one. The reason for shortening of chronaxy in this case is clear. The constant b in this case increased sooner than a. Unfortunately, such cases often remain unpublished, since they conflict with the generally accepted meaning of chronaxy.

These examples of errors due to the use of chronaximetry have been given because this method has become so deeply rooted in medical and physiological practice. The number of examples may be multiplied, but those given are sufficient to refute the concept of chronaxy as a time factor.
Certain Disputable Questions

After the publication of our studies on the time factor in tissue excitability (Nasonov and Rozental', 1953), the editorial board of "The Physiological Journal of the USSR" announced a symposium on this theme. As the result of this a number of articles appeared in this journal, the authors of which took issue with us and in which our replies are also included (Uflyand, 1954; Abrikosov and Darkshевич, 1954; Kiselev, 1954; Navakatikyan, 1954; Nasonov and Rozental', 1955). In addition, discussions were held on this subject by the Moscow (1953) and the Leningrad (1954) Societies of Physiologists, Biochemists and Pharmacologists.

Without discussing matters of secondary importance, and noting a number of objections based on misunderstandings, we will deal only with those questions which we consider to be to the point in this issue.

The first objection was directed to the method of determining the constant a and was related to studies on the subject of very short, non-physiological time intervals of excitation; it also implied that excessive, non-physiological voltages might lead to tissue damage and to distortion of the results. As opposed to that, chronaxy supposedly corresponds to excitation intervals in the middle part of the intensity-time curve, in the region close to optimal physiological intervals of current where a comparatively small voltage acted on the tissue.

However, our opponents evidently did not take into account the fact that the proposed method of estimating the value of a is based on the finding of threshold voltage at a current of a given duration. As in other cases, there is a liminal voltage which barely causes a response reaction in the most sensitive fibers. Obviously no damage whatsoever occurred, because the high voltage of the passing current is compensated by its short duration. This is the biological meaning of the law of inverse proportions between the intensity of excitatory current and the duration of its action on living protoplasm.

As far as determination of chronaxy is concerned, this is associated with much less adequate effects since its measurement is based on determination of the rheobase. This was usually revealed simply by pressing the button, a procedure which took not less than 0.1 second. If it is assumed, as is usual in the case of frog muscle, that the duration of the rising path of the excitation wave of the nerve is 0.1 millisecond, the time of passage of direct current through the nerve during determination of the rheobase is 1,000 times greater than that required! In addition, the method of pressing the button does not ensure discontinuation of the current after appearance of excitation. Above-threshold current continued to pass for a long time through the fiber after excitation had propagated along the nerve. We rejected the determination of rheobase by a pulse of direct current of undetermined duration, and we found it by the use of a condenser discharge of high capacity.

For the determination of constant 'a' on a frog nerve a period of 0.001 millisecond was used, i.e., within time limits differing only 100-fold from physiological ones.

Another basic objection is that chronaxy, whatever it may mean, has the advantage that its value supposedly does not depend on the method of determination, while the absolute value of constant 'a' depends on the method by which it was measured and on the histological structure of the tissue.
Originally Lapicque and his co-workers assumed that the value of chronaxy does not depend on "instrumental conditions" (Lapicque's expression) or on the anatomic structure of the organs; while both constants in Hoeweg's formula change proportionately on changing the resistance of the chain or the shunt. If this were so, chronaxy would be an absolute characteristic of the tissue.

Even now many investigators believe in this "absoluteness" and they assume that on the basis of chronaxy the action of different human muscles may be compared, in spite of the different conditions of passage of electric current through the tissue.

However, Lapicque in his book (1926, p.233) admits that the inter-electrode distance affects the value of chronaxy. This has been shown by his co-workers Cardot and Laugier (1914) on frog nerve, where by changing the distance between electrodes from 2 to 9 mm, chronaxy may be increased by 100%, while the rheobase drops by 25%.

At a later date, Jinnaka and Azuma (1922) while studying the sartorius muscle of the frog found that chronaxy measured by means of capillary electrodes is smaller than if large electrodes were used. Davis (1928) confirmed their observations and he is of the opinion that these facts are a serious obstacle to chronaxic specificity of various muscles. According to his data obtained with the same tissues, chronaxy measured by means of a capillary electrode of a diameter of 3-75 μ, or by contact with a metallic thread, equals 0.2-0.5 milliseconds, while the large electrodes of Lucas show a value of chronaxy of up to 20 milliseconds, i.e., of 100-fold difference! Varying the dimensions of the electric electrode, all intermediate values between these figures may be obtained at will.

The above-mentioned obstacles to comparisons of activity according to chronaxy could be overcome by standardizing the conditions of the experiment, and by always observing an appropriate interelectrode distance and electrode dimensions. However, in determination of chronaxy in man by applying electrodes to the skin, the obstacles encountered become unsurmountable. Under these conditions the actual interelectrode distance, measured by the point of entry and exit of the force lines from the nerve or the muscle, and the area of exit corresponding to the dimensions of the electrodes, is indefinable.

Chronaxy of such organisms as spirogyra on the one hand, and nerves and muscles on the other, cannot be unconditionally compared, as was done by Lapicque (1926), since both the interelectrode distance and the diameter of the electrodes differ quite considerably from each other.

It is well known that simple increase in serial resistance in the chain does not at all affect the value of chronaxy on direct application of the electrodes to the nerve or muscle, while it markedly distorts chronaxy when it is determined through the skin in human beings. The latter fact is probably explained by the complicating effect of polarization on the skin surface.

All these facts completely destroy the myth of absolute value of chronaxy, and they show that comparison of various tissues by this means is relative and approximate only.
What is Chronaxy?

Thus, on a theoretical basis, following the analysis of Hoorweg's formula, and also on the basis of specific examples taken from the literature and from our own experiments, we concluded that chronaxy is not a measure of the stimulation time necessary for appearance of excitation in conducting tissue. This concept had become deeply rooted due to the numerous studies of Lapicque and his co-workers. Many representatives of Vvedenskii's school were of the opinion that chronaxy is an approximate measure of lability or functional mobility of tissues.

In our opinion, all these views on chronaxy are incorrect.

One of the reasons for this erroneous concept is that on comparing the excitability of various tissues, the more slowly reacting tissues such as heart muscle and smooth muscles of vertebrates, muscles and nerves of certain mollusks, chloroplasts of algae, etc. possess a higher chronaxy than the rapidly reacting skeletal muscles and nerves of vertebrates. This coincidence between reaction-rapidity series and that of reciprocal chronaxy served Lapicque as one of the basic arguments for treating chronaxy as a time-characteristic of tissues. In a sufficiently rough approximation this coincidence really does take place, depending on the fact that on comparison of various tissues with each other, the rheobase (b) changes many times less than does the short-term threshold of excitability (a), and therefore, the threshold time of excitation. This was pointed out when we discussed the possibility of comparing the excitability of various tissues (page 294). Under conditions where b changes less than a, chronaxy value changes more or less proportionately to 'a' and becomes an approximate measure of the threshold time of excitation. However, as pointed out, tissues of similar excitability may differ in chronaxy and in the threshold time of excitation (Figure 169, 3, 4). In cases where the action of these or other agents on the same objects is studied, 'b' very often varies more than 'a'. Under such conditions, of course, coincidence between the changes of these values and chronaxy is impossible since the latter is markedly affected by the rheobase.

The concept of chronaxy as a measure of the threshold time of excitation is an erroneous one, and lies in the fact that in the experiment, at first the rheobase is measured, and multiplying it by 2 one obtains the chronaxy. Subsequently, due to the action of various agents, it is not this rheobase which is used for the determination of alteration in chronaxy but another rheobase already altered under the influence of the agent. In other words, for the measurement one uses a "rubber arshin" which either stretches or shortens unpredictably in the process of measurement. This has been pointed out by Beritov in his book (1947).

The question arises: what is chronaxy? Does it at all represent any property of the tissues, or should it be regarded as an artifact of no real significance?

In the literature dealing with chronaxy it has been repeatedly pointed out that if the formula of Hoorweg-Weiss \( i = \frac{a}{t} + b \) is taken, where the power exponent of \( i \) equals unity \( (n = 1) \) chronaxy may be interpreted as a value proportional to the minimal threshold-energy necessary for excitation.

* [Arshin-Russian measurement of length ~ 28 inches].
However, this equation, which holds for the particular case where \( n = 1 \), has no meaning if it is remembered that the value of \( n \) in different organisms varies from 0.5 to 1.0. In the case of \( n = 0.5 \) (Nernst), no minimal energy exists at all, but chronaxy exists all the same (Cremer, 1929, p.249).

Thus, this interpretation of chronaxy should also be regarded as erroneous.

However, it would be quite unjustified to consider chronaxy as an artificial value. It no doubt reflects one property of tissues related to their excitability, which may be represented mathematically: when \( i = \frac{a}{tn} + b \), \( \text{Chr} = (\frac{a}{b})^n \).

On a logarithmic graph chronaxy coincides exactly with the point of intersection of the two asymptotes (Figure 162). This may be shown algebraically. The equation on the left hand asymptote will be \( \log i = \log a - n \log t \), while the equation of the right hand asymptote will be \( \log i = \log b \).

Consequently, the point of their intersection will be determined by the equation \( \log b = \log a - n \log t \), or \( n \log t = \log \frac{a}{b} \), or \( t = (\frac{a}{b})^\frac{1}{n} \), the latter being the equation of chronaxy.

Figure 162, D shows that no matter what the slope of the left hand asymptote of the logarithmic graph is, chronaxy should always coincide with the intersection of the asymptotes. Two rules, which at a sufficient distance from the point of intersection may be approximately expressed by the formulas \( i = \frac{a}{tn} \) and \( i = b \) clash here.

In this sense chronaxy describes with mathematical accuracy for any tissue, the region where the time of action of the stimulus begins to affect the appearance of excitation to some extent. In this sense chronaxy may be considered as the strictest and most accurate method of evaluation of that quantity the determination of which is stated by the so-called "effective time"\(^*\). This was pointed out by Lapicque (1926, p. 225).

This is all which may be claimed for chronaxy. The latter may measure the time of excitation and excitability only when the rheobase remains unchanged, which practically never happens. The ruling concept that chronaxy is a constant which determines the threshold time of excitation or the speed of reaction of the tissue may be considered only as a deeply-rooted misunderstanding by physiologists. As a result, in the 60 years which have passed since the work of Hoorweg and Weiss, no physiologists studied properly the constant ‘a’, which really characterizes the threshold time of excitation and excitability after short-term stimuli. Instead, only chronaxy and rheobase were investigated. The conclusions arrived at by the use of these two indexes require a most serious revision. In the

---

* When \( n = 1 \) \( \text{Chr} = \frac{a}{b} \).

** "Effective time" is usually determined as that time interval starting from which the appearance of excitation no longer depends on the time of passage of the stimulation current. However, according to the formula of Hoorweg, such a time does not exist, since the intensity-time curve approaches asymptotically the level of the rheobase (see Figure 161). Therefore the usual practical determination of the "effective time" was always arbitrary, and wholly dependent on the sensitivity of the method used. Increasing the sensitivity may shift the "effective time" to the region of greater intervals, as required.
Chapter 4. Change in Excitability on Sectioning a Nerve

Historical Aspects of the Problem

The problem of increased excitability of a sectioned nerve was discussed in the last century by Sechenov (1861), who assumed that the reason for this increase was a molecular change in the protein substrate of the nerve fiber, arising in the process of cutting it ("a certain vibration of the nerve particles"). Later, M. Lapicque (1923) observed that on isolation of a frog nerve from its central connections by cutting it, a considerable decrease in the rheobase (increase in excitability) occurred with a simultaneous 2-fold increase in the nerve's chronaxy. This observation was later confirmed by many authors. The phenomenon itself was treated by L. Lapicque as a disturbance of "subordination", since it was assumed that it was dependent on the cessation of some constant influence of the central nervous system on the peripheral components (Lapicque, 1936).

Starting from the classical concept of chronaxy as a measure of rapidity of reaction, the paradoxical conclusion may be drawn that on cutting a nerve its excitability increased, while the speed of reaction decreased. This paradox was made even more obvious by the data of Monnier and Jasper (1932), according to which cutting of a frog nerve really increased chronaxy values by 33%; while the speed of impulse conduction which should have correspondingly decreased, increased by 22%.**

Studies of excitability of a nerve of a warm-blooded animal separated from central connections gave inconclusive results (see Uflyand, 1938). Thus, Lambert, Skinner and Forbes (1933), on cutting nerves of cats, observed a temporary increase in excitability and prolongation of chronaxy only at a short distance from the lesion. From this it may be concluded that the reason for changes in excitability observed was the nerve cutting procedure.

Change in excitability of rabbit nerve after separation of the latter from the central sections was later investigated by Vul and Konikov (1937). According to their data, cutting of the nerve caused insignificant changes in chronaxy (2-10%), while the rheobase shifts sometimes coincided with the shifts in chronaxy, but at other times did not. The authors assumed that the observed changes may be explained by factors originating from the wound field.

The above-mentioned studies of American and Soviet authors do not conform to the ideas on subordinational influence of the centers on the

---

* We shall quote the extensive literature on so-called "subordination".

** Later, Monnier (1934) was forced to admit that in the given case chronaxy was not a time factor.
periphery, as Lapicque understood them. These contradictory data induced us to revise the problem of changed excitability on cutting the nerve, in the light of analyses stated in the previous chapter (Nasonov and Rozental', 1956).

Materials and Methods

Studies were performed on a grass frog and a white rat. Excitability was determined by the use of the instrument described earlier (p. 279).

The frog was fixed on its ventral surface on a cork plate by the use of a wet bandage. Many pins were stuck into the cork so that the animal was immobilized between them, while normal blood circulation was entirely preserved. In the upper part of the thigh a segment of the sciatic nerve was exposed for 2 cm (without narcosis) and silver electrodes were introduced beneath it at a distance of approximately 5 mm from each other. The appearance of impulses was detected by movements of the hind limbs.

The rat was placed prone on a wooden board, and fixed by adhesive tape on top of the spread legs, back, tail and head. If the animal was narcotized by ether vapor, the sciatic nerve was exposed in the region of the upper part of the thigh for approximately 2 cm and silver electrodes were introduced underneath it. After complete awakening of the rat from narcosis, excitability of the nerve was determined by movement of the hind toes. During the experiment the nerve was moistened with Ringer's solution. The nerves of the rat and frog were separated from the CNS by constriction with a thread loop, previously introduced proximal to the electrode. In certain cases the cervical spine was cut.

Experiments with Frog Nerve

The experiments were performed in January 1952 in the following manner. At first, measurements of two values were taken at 5-minute intervals: 1) the protracted threshold of excitability (constant b), which with our instrument was determined by the minimal number of volts necessary for excitation to take place after a condenser discharge of a 90 microfarad capacity; 2) the short-term threshold of excitability, or the constant a, in absolute units. To illustrate this by a concrete example:

Let us choose a time interval of 0.00004 milliseconds. In order to obtain a threshold excitation of a frog nerve in this action time, a voltage of 140 volt was required (or 140,000 millivolts). Subsequently, we measured the protracted threshold of excitability on the same tissue. The latter equalled 0.3 volts. It followed that, working in the region of short intervals, the formula \( a = vt \) may be used for determination of constant 'a', instead of the formula \( a = (v-b) \). The error will not exceed 0.2%. This accuracy is more than sufficient.

Substituting in formula \( a = vt \), the values of \( v \) and \( t \) thus obtained gives:

\[
a = 140,000 \times 0.00004 = 5.6 \text{ millivolts milliseconds.}
\]

In practice, we used the same time interval—0.00004 millisecond for determination of 'a', in all the experiments.
After ensuring that measurements of the values of 'a' and 'b' at 5-minute intervals gave identical values, the nerve was separated from the central connections and the value of the constants was again determined immediately. Since chronaxy equals the ratio \( a:b \), for each experiment the change in chronaxy could be calculated by these constants after tying the nerve.

Table 54 shows the results of these experiments. It will be seen that isolation of the nerve from the center caused a considerable decrease in rheobase (by 60%) and an increase in chronaxy (by 93%), so that in this respect the earlier data of Lapicque (1923) and other investigators are completely confirmed.

Further it will be seen that the mean square error is many times less than the result obtained (Table 54), which is thus statistically significant. Also the result depended only to a small extent on whether the nerve was separated by tying or by cutting the spine. Finally, not only did the rheobase decrease after separation (60%), but also the threshold of short-term excitability decreased, although to a considerably lesser extent (32%). As already stated, the coefficient 'a' was directly proportional to the threshold time of excitation, its decrease probably indicated that the speed of reaction of the nerve increased (by 32%) after its isolation, in contrast to the almost 2-fold increase in chronaxy.

Table 54

<table>
<thead>
<tr>
<th>Method of separation</th>
<th>Initial value of ( b ) (in volts)</th>
<th>Change in ( b ) (in % of initial value)</th>
<th>Initial value of ( a ) (in mvolts)</th>
<th>Change in ( a )</th>
<th>Change in ( \text{Chr} ) (in % of initial value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tying of the nerve</td>
<td>0.36</td>
<td>-78.0</td>
<td>5.6</td>
<td>-59.5</td>
<td>+82.0</td>
</tr>
<tr>
<td></td>
<td>0.24</td>
<td>-66.6</td>
<td>4.16</td>
<td>-23.0</td>
<td>130.0</td>
</tr>
<tr>
<td></td>
<td>0.32</td>
<td>-62.4</td>
<td>5.12</td>
<td>-12.5</td>
<td>+122.0</td>
</tr>
<tr>
<td></td>
<td>0.24</td>
<td>-66.7</td>
<td>4.72</td>
<td>-30.5</td>
<td>+104.0</td>
</tr>
<tr>
<td></td>
<td>0.38</td>
<td>-36.6</td>
<td>5.9</td>
<td>-2.5</td>
<td>+54.0</td>
</tr>
<tr>
<td></td>
<td>0.18</td>
<td>-66.7</td>
<td>4.96</td>
<td>-54.8</td>
<td>+35.5</td>
</tr>
<tr>
<td></td>
<td>0.38</td>
<td>-79.0</td>
<td>5.55</td>
<td>-4.0</td>
<td>+39.5</td>
</tr>
<tr>
<td>Severance of spinal</td>
<td>0.16</td>
<td>-62.5</td>
<td>3.6</td>
<td>-40</td>
<td>+60.0</td>
</tr>
<tr>
<td>cord</td>
<td>0.36</td>
<td>-50.0</td>
<td>5.6</td>
<td>-50</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0.16</td>
<td>-31.0</td>
<td>3.84</td>
<td>-23</td>
<td>+11.5</td>
</tr>
<tr>
<td></td>
<td>0.22</td>
<td>-63.6</td>
<td>6.4</td>
<td>-56.3</td>
<td>+20.0</td>
</tr>
<tr>
<td>Arithmetic mean</td>
<td>0.273</td>
<td>-60.3±4.6</td>
<td>5.04</td>
<td>-31.6±5.4</td>
<td>+60.8</td>
</tr>
</tbody>
</table>

* This method of determination of chronaxy is an approximate one. It can be very accurate only for the canonic curve of Hoorweg.

** In these and subsequent experiments the coefficient \( c \) did not change after isolation of the nerve from the CNS. This is clearly seen in Figure 175, where the slope of the logarithmic curve remains unchanged before and after tying the nerve.
FIGURE 176. Logarithmic voltage-time curves of a frog nerve (according to Nasanov and Rozental', 1956)

1--nerve not separated from centers; 2--same nerve immediately after tying. Remaining legend as in Figure 162.

Following is another example of the gross errors made in the use of chronaximetry if chronaxy is considered as a measure of reaction-speed. Let us analyze Figure 176. Obviously, the excitability increased considerably. It is also clear that no matter what intensity was used to excite the nerve, the threshold time of excitation decreased on tying the nerve. It should be pointed out that chronaxy increased considerably, which leads to the contradictory conclusion that the reaction speed decreased. In the given case the reason for the increase in chronaxy is quite clear: the constant 'b' decreased more than constant 'a'. That is why according to the data of Monnier and Jasper (1932), the rate of conduction of the impulse increased under these conditions in spite of increased chronaxy.

Experiments with Rat Nerve

Table 55 shows the data obtained on tying a rat nerve. The rheobase was determined at 90 microfarads, and the short-term threshold of excitability determined (a) just before tying the nerve and (b) immediately afterwards.

From the figures in Table 55 it is apparent that the effect of separation of the rat nerve from the central connections is very similar to the effect obtained in the frog. A marked decrease in rheobase and a somewhat lesser decrease in the short-term threshold of excitability may be noted, which indicate increased excitability and decreased threshold time of excitation. At the same time chronaxy was found to be considerably increased, which, in terms of the classic concept of chronaxy as a measure of reaction time, should be associated with increased threshold time of excitation. Here, as in the case of the frog nerve, faulty concepts of the meaning of chronaxy result in erroneous interpretations.

The question was then raised: Is the observed effect of increased excitability and decreased threshold-time of excitation in any way related to isolation from the central nervous system, as was assumed by L. Lapicque (1935) and many others?

In order to overcome this difficulty, the cervical spine was cut in the following series of experiments with rats, instead of tying the nerve. The results are shown in Table 56.

These results (Table 56) show that even if decapitation leads to some changes, they are so slight that they are limited to the range of experimental error. Consequently, no subordinal influences arise from the brain.

This conclusion is further strengthened by the following series of experiments in which the rats were first decapitated, and the nerve then tied at a distance of 1 cm above the proximal electrode. The results of these
experiments are shown in Table 57, from which it follows that tying the nerve of a decapitated rat gives exactly the same effect as that obtained in a nondecapitated animal (compare Tables 55 and 57). A considerable decrease in rheobase (62.8% on the average) is observed here, a somewhat less distinct fall in the threshold of short-term excitation (41.6% on the average), and an increase in chronaxy (69.6% on the average).

Table 55

Change in rheobase (b), in the short-term threshold of excitability (a) and in chronaxy (Chr), on severing of rat nerve (according to Nasonov and Rozental1, 1956)

<table>
<thead>
<tr>
<th>Initial value of b (in volts)</th>
<th>Change in b (in % of initial value)</th>
<th>Change in a</th>
<th>Change in Chr (% of initial value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>-60</td>
<td>5.76</td>
<td>-50.0</td>
</tr>
<tr>
<td>0.08</td>
<td>-50</td>
<td>5.2</td>
<td>-6.5</td>
</tr>
<tr>
<td>0.08</td>
<td>-40</td>
<td>6.8</td>
<td>-29.5</td>
</tr>
<tr>
<td>0.04</td>
<td>-50</td>
<td>3.6</td>
<td>-11.0</td>
</tr>
<tr>
<td>0.08</td>
<td>-50</td>
<td>4.65</td>
<td>-33.0</td>
</tr>
<tr>
<td>0.1</td>
<td>-60</td>
<td>5.2</td>
<td>-32.0</td>
</tr>
<tr>
<td>0.08</td>
<td>-25</td>
<td>4.56</td>
<td>-34.0</td>
</tr>
<tr>
<td>0.04</td>
<td>-50</td>
<td>3.28</td>
<td>-27.0</td>
</tr>
</tbody>
</table>

Arithmetic mean

| 0.0775           | -48 ± 4  | 4.9         | -28 ± 5.4    | +50.3               |

Table 56

Effect of decapitation on excitability of rat nerve (according to Nasonov and Rozental1, 1956)

<table>
<thead>
<tr>
<th>Initial value of b (in volts)</th>
<th>Change in b (in % of initial value)</th>
<th>Initial value of a (in mvolts·msec)</th>
<th>Change in a (in % of initial value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>-40.0</td>
<td>5.85</td>
<td>-50.7</td>
</tr>
<tr>
<td>0.16</td>
<td>-12.5</td>
<td>7.2</td>
<td>-16.5</td>
</tr>
<tr>
<td>0.12</td>
<td>0</td>
<td>4.0</td>
<td>+ 4.0</td>
</tr>
<tr>
<td>0.1</td>
<td>-20.0</td>
<td>4.25</td>
<td>- 6.5</td>
</tr>
<tr>
<td>0.06</td>
<td>+66.5</td>
<td>2.4</td>
<td>-33.0</td>
</tr>
<tr>
<td>0.16</td>
<td>-12.5</td>
<td>4.3</td>
<td>- 8.0</td>
</tr>
<tr>
<td>0.16</td>
<td>0</td>
<td>4.8</td>
<td>0</td>
</tr>
<tr>
<td>0.1</td>
<td>0</td>
<td>3.52</td>
<td>+ 2.0</td>
</tr>
<tr>
<td>0.1</td>
<td>-40.0</td>
<td>2.72</td>
<td>0</td>
</tr>
</tbody>
</table>

Arithmetic mean

| 0.118            | - 6.5                | 4.48         | - 4.75       |
Table 57
Effect of tying the nerve at a distance of 1 cm from the electrode, in decapitated rats (according to Nasonov and Rozental', 1956)

<table>
<thead>
<tr>
<th>Initial value of b (in volts)</th>
<th>Change in b (in % of initial value)</th>
<th>Initial value of a (in mvolt msec)</th>
<th>Change in a (in % of initial value)</th>
<th>Change in Chr</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.12</td>
<td>-66.6</td>
<td>4.15</td>
<td>-23.0</td>
<td>+130.0</td>
</tr>
<tr>
<td>0.08</td>
<td>-75.0</td>
<td>4.65</td>
<td>-65.4</td>
<td>+38.0</td>
</tr>
<tr>
<td>0.1</td>
<td>-80.0</td>
<td>3.2</td>
<td>-55.0</td>
<td>+124.5</td>
</tr>
<tr>
<td>0.1</td>
<td>-60.0</td>
<td>3.7</td>
<td>-43.5</td>
<td>+41.0</td>
</tr>
<tr>
<td>0.08</td>
<td>-75.0</td>
<td>4.8</td>
<td>-50.0</td>
<td>+100.0</td>
</tr>
<tr>
<td>0.04</td>
<td>-50.0</td>
<td>2.72</td>
<td>-29.5</td>
<td>+41.0</td>
</tr>
<tr>
<td>0.06</td>
<td>-33.0</td>
<td>2.56</td>
<td>-25.0</td>
<td>+12.5</td>
</tr>
</tbody>
</table>

Arithmetic mean
0.0943 | -62.80 ± 3.7 | 3.7 | -41.6 ± 6.1 | +69.6 |

Table 58
Effect of tying the nerve at a distance of 2 cm from the electrode, in decapitated rats (according to Nasonov and Rozental', 1956)

<table>
<thead>
<tr>
<th>Initial value of b (in volts)</th>
<th>Change in b (in % of initial value)</th>
<th>Initial value of a (in mvolt-msec)</th>
<th>Change in a (in % of initial value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.14</td>
<td>-57</td>
<td>4.0</td>
<td>-4</td>
</tr>
<tr>
<td>0.16</td>
<td>0</td>
<td>4.8</td>
<td>0</td>
</tr>
<tr>
<td>0.10</td>
<td>-60</td>
<td>4.0</td>
<td>-32</td>
</tr>
<tr>
<td>0.08</td>
<td>0</td>
<td>2.56</td>
<td>0</td>
</tr>
</tbody>
</table>

Arithmetic mean
0.115 | -29.3 | 3.84 | -9      |

When the nerve was tied somewhat further away from the electrode (2 cm), the described effect of increased excitability was considerably lower, as follows from Table 58*.

These experiments contradict the views of Lapicque, according to which the increased excitability of the nerve after its severance from the central connections depends on cessation of controlling influences constantly arriving from the central nervous system, which maintain the excitability of the nerve at a certain lower level. If this were true then the increased

* This fact may be explained in that at a close distance of the electrodes from the site at which the nerve was tied, subthreshold impulses, spreading with decrement, may also reach the electrodes in addition to the ordinary impulses.
excitability after tying the nerve should persist for longer periods at the new level. In reality this is not so. Measurement of excitability of the nerve at longer time intervals after its isolation showed that the increase in excitability was very transient, and that after 30 to 40 minutes it again returned to initial levels (Figure 177).

What then is the real reason for the increase in excitability?

The theory of Vul and Konikov (1937) that excitability of the nerve temporarily increased due to multiple nerve impulse shocks coming from the wound area seems to us most probable. That such multiple nerve impulses really take place is apparent from the convulsive movements of the hind toes which are well marked for several seconds after tying the nerve.

However, could the impulses propagating along the nerve raise its excitability even temporarily?

In order to solve this problem the following series of experiments were carried out. The sciatic nerve of a rat was exposed for a length of 2 cm, by the above-described method. A pair of electrodes was introduced beneath it to determine excitability. A second pair of electrodes was placed somewhat higher, to excite the nerve by a current from an induction coil of DuBois-Reymond with a Bernstein switch. Firstly, the ordinary excitability of the nerve was determined, and subsequently the nerve was stimulated for 10 seconds through the pair of additional electrodes at a distance of 25 cm from the coils, and with a frequency of 18 cps. The excitability of the nerve was again determined. The results of these experiments are shown in Table 59, from which it follows that the effect on the nerve of preliminary application of impulses for a short-time period closely resembles tying of the nerve (compare Tables 55 and 59).

Here, as on tying the nerve, the rheobase was markedly reduced, the threshold of short-term excitability somewhat less so, and chronaxy was elevated. Accordingly, not only the direction of shifts of excitability indexes, but also their absolute values, were very similar in both cases*.

Thus, both our experimental data and certain studies of previous investigators (Lambert, Skinner, Forbes (1933); Vul and Konikov (1937)), make us think that Lapicque was wrong in assuming that the increased excitability of the nerve, when isolated from its central connections, is due to cessation of reaction of the nerve to the brain centers, which was denoted by Lapicque as "subordination". We assume that this effect is due to passage

* Golikov (1934), using an isolated frog nerve muscle preparation, described increased chronaxy and decreased rheobase after a marked excitation by induction current.

FIGURE 177. Change in threshold of the short-term (a) and protracted (b) excitability of frog nerve after isolation from central connections (according to Nasonov and Rozental', 1956)
through the nerve of a series of impulses originating at the site of the surgical wound. In frogs this effect spreads from the wound not only along the nerve itself but also to the higher levels of the nervous system. In warm-blooded animals this effect is for some reason limited to shorter segments of the nervous chain.

Table 59

Effect of induction current on excitability of a rat nerve
(according to Nasonov and Rozental', 1956)

<table>
<thead>
<tr>
<th>Initial value of ( b ) (in volts)</th>
<th>Change in ( b ) (in % of initial value)</th>
<th>Initial value of ( a ) (in mvolts-msec)</th>
<th>Change in ( a )</th>
<th>Change in ( C_h ) (in % of initial value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.22</td>
<td>-27.3</td>
<td>5.9</td>
<td>-16.0</td>
<td>+15.0</td>
</tr>
<tr>
<td>0.24</td>
<td>-41.6</td>
<td>6.1</td>
<td>-21.0</td>
<td>+35.5</td>
</tr>
<tr>
<td>0.24</td>
<td>-16.7</td>
<td>5.75</td>
<td>-14.6</td>
<td>+3.2</td>
</tr>
<tr>
<td>0.18</td>
<td>-55.5</td>
<td>4.8</td>
<td>-26.6</td>
<td>+64.5</td>
</tr>
<tr>
<td>0.22</td>
<td>-63.6</td>
<td>6.1</td>
<td>-47.4</td>
<td>+45.0</td>
</tr>
<tr>
<td>0.18</td>
<td>-44.5</td>
<td>5.6</td>
<td>-27.5</td>
<td>+28.6</td>
</tr>
<tr>
<td>0.22</td>
<td>-45.5</td>
<td>6.1</td>
<td>-18.5</td>
<td>+49.5</td>
</tr>
<tr>
<td>0.18</td>
<td>-22.2</td>
<td>5.6</td>
<td>-11.4</td>
<td>+14.0</td>
</tr>
</tbody>
</table>

Arithmetic mean

| 0.21 | -39.6 ± 6.5 | 5.74 | -22.8 ± 2.4 | +31.9 |

Do these inconclusive deductions pertaining to subordination minimize the role of the central nervous system as a regulatory and determining factor in the vital activities of the organism?

The answer is no. We have only shown that increased excitability after tying a nerve cannot be considered as a direct effect of cessation of subordination. This is particularly obvious in the case of rat nerves. However, it has also been shown that under experimental conditions the passage of impulses through the nerve may temporarily increase its excitability. This being so, there is firm basis for the assumption that in the natural surroundings as well, impulses passing along the nerve from the centers may temporarily increase the excitability of the conductor. Such concepts of the mechanism of subordination were also expressed by other authors. It is highly probable that this mechanism is used by the organism for regulation of the level of excitability of the conducting pathways.
Chapter 5. Effect of Temperature on Excitability of Nerves and Muscles

Experiments with Nerves of Cold-Blooded Animals (Frogs, Tortoises)

One of the basic questions invariably arising from quantitative studies of one or another property of a living organism is that regarding the effect of temperature. The nature of effect of the temperature factor enables one to investigate this problem more fully. Tissue excitability is a temperature-determined property to some extent, and this property remains one of the most characteristic indexes of the functional state of conducting tissues. However, in spite of many studies on this subject, it still remains unclear how temperature may affect excitability.

In a number of earlier papers it was established that cooling may increase the excitability of nerves to a marked extent. But there are also indications that decrease in temperature lowers nerve excitability. Gotch and MacDonald noted this contradiction between data in the literature and claimed that the reason for it was inherent in the fact that different authors used different methods of stimulation. According to their experiments, lowering of temperature increased excitability when the nerve was tested by galvanic current, and decreased it when induction current was used. Therefore, in discussing general increase in excitability, the experimental methods must be taken into account. Waller (1899) showed very convincingly that in the experiments of Gotch and MacDonald, the crux of the problem was the duration of current-action. With more prolonged impulses of current, decrease in temperature caused an increase in excitability. With short-lasting impulses the reverse was true. These data were later confirmed by L. and M. Lapicque (1907), by Lucas and Mines (1907-8) and by a number of other authors.

In more recent studies carried out by the chronaximetric method, there was also no uniformity in the conclusions. Thus, according to Blair (1935), on heating a frog nerve from zero to 30°C the rheobase increased almost twofold, i.e., the results agree with the data of L. and M. Lapicque (1907). Similar data were obtained by Zhukov and Dontsova (1949) on studying the excitability of heart muscle; intersection of the intensity-time curves were observed in their experiments as in those of Lapicque, because the threshold of short-term excitability decreased with heating, while the rheobase increased. However, Colle (1934), in experiments on the same tissues, described a lowered rheobase on heating. Decrease in rheobase and in short-term excitability threshold with rise in temperature was also observed by Krigsman, von-der-Kamer, van-Lennep and Stolk (1950) on a frog nerve. At the same time, Schoepfle and Erlanger (1941) working with isolated fibers of a frog nerve, showed that with a stimulus of 0.1 milliseconds' duration, excitability actually did not depend on temperature (the fluctuations did not exceed 10%). Finally, Stroh and Djurgo (1942) described an initial decrease in rheobase of several seconds following further cooling of a frog nerve.

* A review of the earlier literature may be found in the paper by Gotch and MacDonald (1896).
Our aim was to investigate thoroughly this complicated problem (Nasonov and Suzdal'skaya, 1956a) using a new method instead of chronaximetry. A frog nerve-muscle preparation was used, as in the majority of studies on this problem. One of the most important sources of possible error in experiments on cooling is the drying of the nerve which invariably takes place even in the most ideal moist chambers, since on lowering the surrounding temperature the nerve will always be slightly warmer for a certain time than the air in the chamber, and will therefore lose its water. On heating the chamber, on the other hand, the nerve will always be cooler than the surrounding air, which will invariably lead to condensation of distilled water on its surface.* Drying and swelling are very potent agents affecting excitability. Thus, our experiments were all conducted in vaseline oil in which the excitability of the nerve remained the same for hours. In the moist chamber drying and swelling were completely eliminated. Further, in order to avoid drying in the nerve segment bordering the cooled one, care had to be taken to avoid changing the temperature even of a small part of the nerve. Instead, the whole preparation was cooled in vaseline oil.

We started from the fact that the impulse originating under the electrode necessarily reached the muscle, causing it to contract. Consequently, the appearance of a moving impulse would always be recorded at any temperature, since in our experiments there was always a response.

The instrument used in these experiments is illustrated in Figure 178. A thin-walled glass chamber (a) 3.5 cm in diameter and 3 cm high, was sealed by a stopper through which a thermometer (c) and 2 silver electrodes (d) were inserted. The muscle (e), the nerve of which was led through the electrodes in such a manner that a piece of the spine at the opposite end of the nerve hung freely from the anode, was placed on the bottom of the chamber. The chamber was filled with vaseline oil and fixed by the thermometer to the clamp of a support supplied with a movable arm. By this means the whole chamber could be raised and lowered without displacing the nerve on the electrodes. The chamber was immersed and taken out of the vessel (b) in which the required temperature was maintained within one 1°C fluctuations by the addition of warm or cold water, or by addition of ice cubes. Cooling from 20 to 5°C (or heating from 5 to 20°C) of the vaseline oil was carried out for 5-8 minutes.

Excitability was measured by the above method (Nasonov and Rozental', 1953, 1955, 1956). In certain cases the whole intensity-time curve was plotted. When it was necessary to follow a rapidly changing excitability, observations were limited to determination of values a and b.

The rheobase was determined by the usual method with condenser discharges of 90 microfarads. To determine the constant 'a' in absolute units (Nasonov and Rozental', 1955, 1956) condenser discharges of a capacity of 0.01 microfarads (0.0004 milliseconds), at which about 20-30 volts are necessary to obtain a propagating impulse in the tissue, were used in all cases.

To obtain the constant 'a' in the suggested absolute units (millivolts·millisecond) we determined the number of millivolts necessary to obtain excitation at the chosen duration of current of 0.0004 milliseconds, and the two

* This was especially difficult to avoid on cooling or heating. A tube was used through which the nerve passed, as is often done in such experiments.
values were multiplied. Table 60 shows the absolute values of constants 'a' and 'b', and their changes in percent of initial values after changing the temperature. For the sake of simplicity Tables 61 and 65 show only the latter, since the absolute values of the constants characterizing nerve-excitability are of no special interest. In certain experimental series a resistance of 60 k ohm was introduced into the chain and the electrodes were removed 7 to 15 millimeters in order to stabilize the energy of the stimulating current (Nasonov, 1955).

Since all the studies were performed on a nerve immersed in vaseline oil, it was first necessary under these conditions to measure the change in excitability of the nerve-muscle preparation at room temperature (20°C). The results of one such experiment are given in Figure 175. The fluctuations from the initial value in both directions do not exceed 15%. Similar fluctuations of excitability are obtained with a preparation placed in a moist chamber.

Subsequently, the effect of temperature change on nerve excitability within the range of 20-5°C and 5-20°C was studied. These experiments were carried out in April, May, June and September in the following manner. After having been isolated, the nerve-muscle preparation was kept in Ringer's solution at room temperature (20°C) for 30 minutes, and then placed in a chamber filled with vaseline oil as described above. The nerve was kept in this chamber at a temperature of 20°C for 10-15 minutes, until a constant level of thresholds 'a' and 'b' was established. After this, the entire intensity-time curve was determined. The chamber was then transferred to a vessel with water and ice where its temperature dropped to 5°C within 10-15 minutes. The temperature in the external vessel was maintained at 5°C, with a precision of 1°C. The intensity-time curve was again determined, and the dynamics of the change in values of 'a' and 'b' was followed until constant levels were established. Subsequently, the temperature was increased in the reverse order, from 5-20°C, using the same method. The values of 'a' and 'b' were again determined.

In Figure 180, 2 voltage-time curves from one experiment are illustrated in logarithmic coordinates. This shows that on cooling, the value of 'b' decreased considerably, i.e., the excitability of the nerve in this region increased. At the same time, the constant 'a' increased. This means that for shorter stimuli, excitability decreased. As a result, the two curves intersected in a region corresponding to 0.1 millisecond. These facts agree with a number of data in the literature (Waller, 1899, Lapicque, 1907, Blair, 1935, Zhukov and Donteova, 1949), but at first sight they seem highly paradoxical and require special explanation, since it would be natural to expect that on cooling, excitability would decrease for impulses of any duration.

Figure 181 shows the same phenomena after processing of 'a' and 'b'. It will be seen that cooling the nerve caused an opposite reaction in these thresholds. The former increased twofold, while the latter decreased by 15%. In the reverse procedure (from 5 to 20°C) the excitability thresholds of this preparation almost returned to initial conditions. This peculiar
temperature reaction of the nerve was confirmed, with certain variations, in a great number of experiments (more than 30) during the spring and summer months.

The data in Table 60 show that on cooling a nerve in April frogs, the short-term threshold of excitability markedly increased. This could have been expected since it is natural to assume that decrease in temperature will decrease excitability. The protracted threshold was slightly lowered, i.e., excitability of the nerve with respect to this index increased. On heating, reverse relationships were observed. The mean square errors were less than one-third of the mean values (except for the last column), which proved their statistical significance.

Table 61 gives similar data for May, June and September. From these figures it can be seen that the rule that the thresholds of prolonged and short excitations change in opposite directions after temperature changes, while intensity-time curves intersect each other, is even more obvious. In all cases the mean values are statistically well founded.

In addition to the above experiments, the excitability of the nerve after temperature change was studied in May according to the same schedule: i.e., changes from 20 to 30°C and vice versa (Table 62).

Table 62 shows that the above rule is also applicable to a nerve heated to 30°C. Here, too, excitability due to short electric stimuli (a) increased after heating, while (b) decreased after prolonged stimuli, a result which again disagrees with the usual observations on the effect of temperature. This was not seen on cooling from 30 to 20°C (there is only a drop of 0.5% in the threshold level). This can, however, be logically explained since keeping the nerve at 30°C for 5-10 minutes causes a certain damage.

In the literature, various authors commenting on the effect of temperature on excitability point out that changes in temperature should markedly affect electroconductance of the nerve. Because of this, when excitability is evaluated by ordinary methods using a threshold voltage, there is a considerable margin of error. This is because at a constant voltage the threshold intensity of the current changes proportionally to the resistance of the nerve. Since the intensity of the current is considered responsible for the appearance of excitation, this intensity is stabilized and made independent of the resistance of the nerve by introducing a high resistance into the chain. But we succeeded in showing that this was not enough. It was not the intensity, but the energy of stimulating current, which was responsible for the appearance of excitation in the nerve. It was necessary to ensure a high resistance of the chain (50-100 k ohm), and a sufficiently large distance between the stimulating electrodes (approximately 10-15 mm) (Nasonov, 1955).

Experiments carried out in September, during which these two conditions were observed, showed that the results did not fundamentally differ.
from those previously obtained (compare Tables 63 and 61). Therefore, the conclusions regarding the effect of temperature on excitability cannot be designated as artifacts caused by an altered resistance in the nerve.

On this basis it may be considered an established fact that following changes in temperature within the range of 30-20°C and 20-5°C, the excitability of nerves of spring, summer and autumn frogs obeys the following rules:

a) decrease in temperature causes an increase in the short-term threshold of excitability (constant 'a'), and a decrease in the prolonged threshold (constant 'b');

b) increase in temperature leads to opposite results;

c) the intensity–time curves intersect. This means that within the limits of certain time intervals (about 0.1 milliseconds) the excitability threshold does not depend on temperature. The region of intersection between the curves may be seen to coincide approximately with the time of action-current of the moving excitation peak (duration of ascending part of the peak). Consequently, excitability corresponding to the optimal time of excitation is protected from the effect of temperature. In reviewing the literature, the study of Schoepfle and Erlanger (1941) showed that on stimulation of a frog nerve by current impulses close to the duration of the propagation peak (0.1 millisecond), the excitability of the nerve hardly changed upon cooling. (Note: on cooling by 12°C the threshold rose by approximately 10%).

In our opinion, coldblooded animals in which the body temperature is not constant possess a certain mechanism to maintain constant excitability of the nerves. If this were not so, then a summer frog, moving from a shallow water basin heated by the sun into that part where a cold stream enters it, should be immediately immobilized, due to loss of conductivity. This is actually not the case.

If the above suggestion is correct, we might expect that in frogs wintering under the ice at a constant temperature close to zero, intersection of the excitability curves of the nerve cannot be detected, which, in our opinion, is an expression of adaptation to rapid changes of the surrounding temperature.

Observations made in February and March confirmed this assumption. As can be seen from Table 64, change in nerve excitability of February frogs upon cooling from 20 to 5°C is characterized by decreased excitability at all points of the intensity-time curve (increase in 'a' and 'b'). There is no intersection of the curves and consequently, there is no point which does not depend on temperature.
Excitability constants of nerve in frogs caught in April, after changes in temperature (according to Nasonov and Suzdal'skaya, 1956a)

<table>
<thead>
<tr>
<th>Initial value of ( a ) (mvolts·ms)</th>
<th>Change in ( a ) (% of initial value)</th>
<th>Initial value of ( b ) (volts)</th>
<th>Change in ( b ) (% of initial value)</th>
<th>Change in ( a ) (% of initial value)</th>
<th>Change in ( b ) (% of initial value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12.8</td>
<td>+ 31</td>
<td>0.12</td>
<td>-17</td>
<td>23.2</td>
<td>-69</td>
</tr>
<tr>
<td>8.2</td>
<td>+ 36</td>
<td>0.12</td>
<td>-17</td>
<td>15.2</td>
<td>-22</td>
</tr>
<tr>
<td>12.8</td>
<td>+100</td>
<td>0.14</td>
<td>-14</td>
<td>24.8</td>
<td>-48</td>
</tr>
<tr>
<td>7.2</td>
<td>+111</td>
<td>0.10</td>
<td>0</td>
<td>-15</td>
<td>0</td>
</tr>
<tr>
<td>16.0</td>
<td>+ 75</td>
<td>0.20</td>
<td>-10</td>
<td>29.0</td>
<td>-36</td>
</tr>
<tr>
<td>16.0</td>
<td>+ 90</td>
<td>0.94</td>
<td>-9</td>
<td>35.0</td>
<td>-50</td>
</tr>
<tr>
<td>13.6</td>
<td>+100</td>
<td>0.12</td>
<td>-17</td>
<td>24.0</td>
<td>-1</td>
</tr>
<tr>
<td>13.6</td>
<td>+117</td>
<td>0.16</td>
<td>-12</td>
<td>24.0</td>
<td>-1</td>
</tr>
<tr>
<td>9.6</td>
<td>+108</td>
<td>0.16</td>
<td>-12</td>
<td>35.0</td>
<td>0</td>
</tr>
<tr>
<td>10.4</td>
<td>+115</td>
<td>0.14</td>
<td>-15</td>
<td>30.0</td>
<td>0</td>
</tr>
<tr>
<td>7.2</td>
<td>+ 88</td>
<td>0.12</td>
<td>-34</td>
<td>27.2</td>
<td>0</td>
</tr>
<tr>
<td>12.0</td>
<td>+126</td>
<td>0.18</td>
<td>-10</td>
<td>18.4</td>
<td>0</td>
</tr>
<tr>
<td>8.8</td>
<td>+109</td>
<td>0.12</td>
<td>0</td>
<td>24.0</td>
<td>0</td>
</tr>
<tr>
<td>12.0</td>
<td>+ 87</td>
<td>0.10</td>
<td>0</td>
<td>24.0</td>
<td>0</td>
</tr>
</tbody>
</table>

**Arithmetic means**

|            | +96 ± 8 | 0.19 | -11.9 ± 0.7 | 22.9 | -52.1 ± 3 | 0.13 | +3.1 ± 3.6 |

Analysis of Table 65 reveals the seasonal nature of temperature changes of excitability constants. In February and March, when the frogs are taken from under the ice, the temperature changes of 'a' and 'b' are in the same direction and consequently the curves do not intersect. However, the change in 'a' is considerably greater than that of 'b'. From April to September, when the frogs move freely, opposite changes are observed in the constants. Consequently, intersection of the curves takes place and there is a mechanism which stabilizes excitability following temperature changes. This is less strongly expressed in April, but most marked from May to September, when the frogs experience most rapid changes in the surrounding temperature.

What explanation is there for the fact that excitability determined by prolonged impulses (b) increases upon cooling, but decreases when acted

* It is highly probable that the seasonal nature of the temperature reaction of excitability is one of the causes for contradictions between the different investigators who studied the problem under review.
on by short impulses of current. To explain this, we postulated that the metabolism of nerve fibers initiated by an electrical stimulus plays the role of a regulator of nerve excitability. It also restores the initial condition of the fiber after passage of the excitation wave.

In order to achieve this chain of metabolic reactions, a certain time is required. The shorter the time of action of the excitant, the less possibility is there for these reactions to increase excitability during lowering of temperature, and as a result, excitability decreases (increase in 'a'). If the time of action of the stimulus is too long, the compensatory metabolic activity leads to an excessive increase in excitability (decrease in 'b'). At certain intermediate time intervals, close to the physiological norm, metabolic activity maintains nerve excitability at a more or less constant level, and guards against sudden increase in nerve excitability.

To check these postulates, we tried to eliminate one metabolic link, i.e., carbohydrate breakdown, by treating the nerve with monoiodoacetic acid. The experiments were carried out in April.

An isolated nerve-muscle preparation was kept for 30 minutes in Ringer's solution. A small segment of the nerve, which was subsequently brought in contact with the electrode, was immersed for 30 minutes in 2% neutralized solution of monoiodoacetate in Ringer's solution. Subsequently the preparation was transferred to a chamber in which its excitability was measured by the above method at 20°C, at 5°C and then again at 20°C. Figure 182 shows the results of such an experiment. Here, as in other cases described above, on cooling the preparation from 20 to 5°C, constant 'a' increased, while constant 'b' decreased (Figure 182, B). If the preparation again was heated to 20°C, it returned to its initial condition. Figure 182, A shows a change in excitability of a nerve-muscle preparation, which was a duplicate of the previous preparation and which was also treated with 2% monoiodoacetate. Comparison with the previous preparation gives striking results. Constant 'a' increased markedly on cooling (in Figure 182, A-B, 10-fold). However, this increase was not a simple result of nonspecific poisoning by monoiodoacetate, since on heating from 5 to 20°C, constant 'a' returned to its initial value. The change in constant 'b' on cooling differed qualitatively from the control. It did not decrease as in the former case, but increased 2-3-fold, returning to its initial value on heating.

The results were easily explained in terms of the above hypothesis. As a result of elimination of carbohydrate metabolism, both thresholds of excitability increased on cooling, this being especially noticeable in the case of 'a'. There was no intersection between the curves, and consequently decrease in excitability took place along the front of the intensity-time curve.

There was no region of time intervals during which excitability did not depend on temperature. Evidently, metabolic processes stabilize the excitability of the nerve with change in temperature.
Table 61

Excitability constants of nerve of frog caught in May, June and September, with changes in temperature (according to Nasonov and Suzdal'skaya, 1956a)

<table>
<thead>
<tr>
<th>From 20 to 5°C</th>
<th>From 5 to 20°C (same preparation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>b</td>
</tr>
<tr>
<td>+114</td>
<td>-23</td>
</tr>
<tr>
<td>+ 75</td>
<td>-28</td>
</tr>
<tr>
<td>+ 91</td>
<td>-15</td>
</tr>
<tr>
<td>+ 30</td>
<td>-23</td>
</tr>
<tr>
<td>+ 44</td>
<td>-12</td>
</tr>
<tr>
<td>+ 17</td>
<td>-20</td>
</tr>
<tr>
<td>+ 64</td>
<td>-10</td>
</tr>
<tr>
<td>+ 66</td>
<td>-29</td>
</tr>
<tr>
<td>+ 73</td>
<td>-25</td>
</tr>
</tbody>
</table>

% of initial value

<table>
<thead>
<tr>
<th>Arithmetic means</th>
</tr>
</thead>
<tbody>
<tr>
<td>+63.7 ± 10.0</td>
</tr>
</tbody>
</table>

Table 62

Excitability constants of nerve of frog caught in May, with changes in temperature (according to Nasonov and Suzdal'skaya, 1956a)

<table>
<thead>
<tr>
<th>From 20 to 5°C</th>
<th>From 5 to 20°C (same preparation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>b</td>
</tr>
<tr>
<td>-12</td>
<td>+43</td>
</tr>
<tr>
<td>-25</td>
<td>+37</td>
</tr>
<tr>
<td>-23</td>
<td>+28</td>
</tr>
<tr>
<td>-10</td>
<td>+25</td>
</tr>
<tr>
<td>-34</td>
<td>0</td>
</tr>
<tr>
<td>-17</td>
<td>+12</td>
</tr>
<tr>
<td>-28</td>
<td>+10</td>
</tr>
<tr>
<td>-15</td>
<td>+25</td>
</tr>
<tr>
<td>-36</td>
<td>+12</td>
</tr>
</tbody>
</table>

% of initial value

<table>
<thead>
<tr>
<th>Arithmetic means</th>
</tr>
</thead>
<tbody>
<tr>
<td>-22.2 ± 3.08</td>
</tr>
</tbody>
</table>
Table 63

Excitability constants of nerve of frog caught in September, with changes of temperature. An additional resistance of 6,000 ohm was introduced into the chain, the distance between the electrodes being 15 mm (according to Nasonov and Suzdal'skaya, 1956a)

<table>
<thead>
<tr>
<th>From 20 to 5°C</th>
<th>From 5 to 20°C (same preparation)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>a</td>
</tr>
<tr>
<td>% of initial value</td>
<td></td>
</tr>
<tr>
<td>+58.0</td>
<td>-20.0</td>
</tr>
<tr>
<td>+41.7</td>
<td>-33.4</td>
</tr>
<tr>
<td>+35.7</td>
<td>-18.4</td>
</tr>
<tr>
<td>+60.0</td>
<td>-14.3</td>
</tr>
<tr>
<td>+44.0</td>
<td>-25.0</td>
</tr>
<tr>
<td>+32.0</td>
<td>-30.0</td>
</tr>
<tr>
<td>+44.0</td>
<td>-40.0</td>
</tr>
</tbody>
</table>

Arithmetic means

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>b</th>
<th>a</th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td>+45.2 ± 4.06</td>
<td>-25.9 ± 3.4</td>
<td>-29.3 ± 0.56</td>
<td>+34.7 ± 5.49</td>
<td></td>
</tr>
</tbody>
</table>

Table 64

Excitability constants of nerve of frog caught in February, with changes in temperature (according to Nasonov and Suzdal'skaya, 1956a)

<table>
<thead>
<tr>
<th>From 20 to 5°C</th>
<th>From 5 to 20°C (same preparation)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>a</td>
</tr>
<tr>
<td>% of initial value</td>
<td></td>
</tr>
<tr>
<td>+12</td>
<td>0</td>
</tr>
<tr>
<td>+40</td>
<td>0</td>
</tr>
<tr>
<td>+91</td>
<td>+50</td>
</tr>
<tr>
<td>+50</td>
<td>+50</td>
</tr>
<tr>
<td>+57</td>
<td>0</td>
</tr>
<tr>
<td>+100</td>
<td>0</td>
</tr>
<tr>
<td>+73</td>
<td>+40</td>
</tr>
<tr>
<td>+120</td>
<td>+33</td>
</tr>
<tr>
<td>+47</td>
<td>+20</td>
</tr>
<tr>
<td>+100</td>
<td>+25</td>
</tr>
</tbody>
</table>

Arithmetic means

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td>+69.1 ± 10.6</td>
<td>+21.8 ± 6.6</td>
<td>-42.6 ± 0.6</td>
</tr>
</tbody>
</table>
Table 65

Excitability constants of frog nerve, with changes in temperature
(according to Nasonov and Suzdal'skaya, 1956a)

<table>
<thead>
<tr>
<th>Month</th>
<th>From 20 to 5°C</th>
<th>From 5 to 20°C (same preparation)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>a</td>
<td>b</td>
</tr>
<tr>
<td>% of initial value</td>
<td></td>
<td></td>
</tr>
<tr>
<td>February</td>
<td>+69.1</td>
<td>-21.8</td>
</tr>
<tr>
<td>March</td>
<td>+82.0</td>
<td>+10.0</td>
</tr>
<tr>
<td>April</td>
<td>+96.0</td>
<td>-10.0</td>
</tr>
<tr>
<td>May, June, September</td>
<td>+62.7</td>
<td>-20.0</td>
</tr>
</tbody>
</table>

The data obtained with the frog nerve were checked with the nerve of another cold-blooded animal—the marsh toad (Emys orbicularis (Nasonov and Suzdal'skaya, 1956c). The toad was immobilized by destroying the spinal cord with a needle, after which the lower armor fold and all the viscera were removed. Subsequently the sciatic nerve was exposed for 2-3 cm, the proximal end was cut and its excitability determined in a stream of vaseline oil heated to a certain temperature, as was done with rat and pigeon nerves (Figure 185). The investigation of excitability in the temperature range from 20 to 10°C invariably gave identical results (Figure 183). As in the summer frog, excitability of the tortoise nerve after prolonged stimulation increased on cooling. During short intervals of stimulation it decreased, and therefore the intermediate, most nearly physiological region of the intensity-time curve was noted to be independent of temperature.

Figure 184 illustrates the dynamics of change of 'a' and 'b' on decrease and increase in temperature, and indicates that both constants change in opposite directions.

Thus, the intersection of the intensity-time curves of nerves of cold-blooded animals may be considered as an expression of a special substitution of thermoregulation.
FIGURE 183. Logarithmic curves of voltage-time of tortoise nerve; on changes in temperature (according to Nasonov and Suzdal'skaya, 1956c)

1-at 10°C; 2-at 20°C. The point of intersection is designated by a vertical line.

Experiments with Nerves of Warm-Blooded Animals (Rats, Pigeons)

In the previous chapter it was shown that on cooling the nerves of a summer frog and toad, their prolonged threshold of excitability decreased, while the short-term threshold rose. With heating, opposite changes took place. These facts are in agreement with numerous data from the literature. It has also been shown that on poisoning of a frog nerve with monoiodoacetate, both thresholds increased on cooling. They also increased on cooling of nerves of winter frogs.

A suggestion was put forward that these facts are an expression of a peculiar adaptation of the nerves of cold-blooded animals, maintaining constant excitability during changes in the environmental temperature. In warm-blooded animals possessing thermoregulation, there is no need for such a stabilizing mechanism. It was therefore suggested that both excitability constants 'a' and 'b' will increase on cooling and decrease on heating of the nerve.

This was checked by us experimentally (Nasonov and Suzdal'skaya, 1956b, 1956c, 1958) using the sciatic nerve of a white rat. The animal was narcotized and fixed in prone position on a mount. The sciatic nerve was exposed for 2-3 cm and cut. A thread which was passed through special orifices (c and d) in the glass chamber by the use of a needle (Figure 185) was tied to the end of the central end of the nerve. Following the thread, the end of the nerve (i) was introduced into the chamber and was placed inside it on electrodes soldered to its upper wall (c and f). The distance between the electrodes was 1 cm. The orifices of the chamber (c and d) were subsequently sealed by clay made in a base of Ringer's solution. Subsequently a stream of vaseline oil heated to the required temperature was passed through the chamber via tubes (a and b).
FIGURE 184. Thresholds of short-term (a) and prolonged (b) excitability of tortoise nerve; on changing temperature from 20 to 10°C and back (according to Nasonov and Suzdal'skaya, 1956c) Initial excitability is considered as 100%.

The excitation induced in the nerve by means of electric stimuli was recorded by the movement of the hind toe, in which normal blood circulation was maintained during the experiment. The stimulating current was supplied by the apparatus described above, whereby a resistance of 60 k ohm was introduced serially into the chain. During each experiment, the rats were kept under narcosis, and remained alive while normal blood circulation was maintained. The rectal temperature of the animals was about 34°C.

First it was determined to what extent the excitability constants of the nerve changed under experimental conditions at a constant temperature. For this purpose, the end of the nerve was threaded through the orifices of the chamber, a stream of vaseline oil heated to 21°C was introduced, and the whole curve of voltage-time was determined every 15-30 minutes.

Figure 186 shows the dynamics of these values for the duration of 4 hours. During the initial 30 minutes the excitability of the nerve hardly changed. After 40 minutes both excitability thresholds began to increase, and at about 4 hours threshold 'b' increased 8-fold, while constant 'a' increased 4-fold. Consequently, both excitability thresholds of the nerve and the threshold time of excitability necessary for the appearance of the reaction, were found to increase. At the same time chronaxy shortened and at about 4 hours decreased more than 2-fold. The latter fact again indicates that chronaxy is not a measure of the threshold time of excitation, as is usually thought.

It has been shown earlier (Figure 172) that with time, there is an increase in threshold intensity and the time of excitation necessary for appearance of a reaction at all the points of the voltage-time curves, with chronaxy shortening in the process. This may be explained by the fact that increase in rheobase 'b' (right-hand horizontal wing of the curve) occurred more rapidly in this case than the increase in constant 'a' (left-hand sloping wing of the curve). And since chronaxy equals the ratio of 'a' to 'b', it became shorter, notwithstanding the fact that the threshold time of appearance of a reaction noticeably increased.

In the above preliminary experiments, the important fact is that for the first 30-40 minutes, excitability of the surviving nerve remained constant, while the duration of the experiments described below did not exceed 20-30 minutes.

Turning to the experiments, we first of all investigated the effect of temperature change from 21 to 30°C and back on excitability. In the above-described chamber, the rate of this change may be 2-3 minutes. We changed the temperature within 5 minutes*.

In some experiments the whole voltage-time curve was determined; however, in the majority of cases we limited ourselves to determination of

* As a result of specially designed experiments, we have seen that the speed of temperature change does not appreciably affect the result.
The results of these experiments are shown in Table 66.

Table 66 shows that on increase in temperature from 21 to 30°C, the value of both excitability constants decreased ('a' by 41%, 'b' by 30%), while on cooling to the same temperature it increased, returning to the initial value. Consequently, in the rat nerve, on changing temperature from 21 to 30°C, no intersection of the curves was observed by us or by other authors working with nerves of summer frogs. At all points of the intensity-time curve there was an increase in excitability on heating and a decrease on cooling (Figure 187).

Exactly the same results were obtained on changing the temperature from 25 to 35°C and back.

It must be mentioned that alterations of rat nerve excitability due to temperature changes within the range from 25 to 35°C is very easily reversible. Obviously, cooling the nerve to 20°C causes no serious damage.

We also studied the change of excitability constants within the range 35-40°C (Nasonov and Suzdal'skaya, 1958). On heating a rat nerve from 35 to 40°C, excitability decreased according to both indexes 'a' (37%) and 'b' (17%). The question arose: is this decrease due to the fact that at 40°C metabolic processes are much more intense and there is not enough oxygen in the vaseline oil? Indeed, on aeration of the vaseline oil, different results were obtained. On increase of temperature from 35 to 40°C, constant 'a' decreased (−15 ± 2.9%), and constant 'b' increased (+36 ± 5.8%). On cooling from 40 to 35°C, constant 'a' increased (+13 ± 2.6%), while constant 'b' decreased (−22 ± 2.4%).

Thus, an intersection of the voltage-time curves of the nerve of warm-blooded animals was observed after temperature changes within a narrow region of 35-40°C.

Later we investigated the change in excitability of a rat nerve when temperature varied between 20-5°C. The results are shown in Table 67.

It follows from Table 67 that cooling of a rat nerve from 20 to 5°C led to a marked increase in excitability constants ('a' 13-fold, 'b' 11-fold). Heating of the same nerve from 5 to 20°C caused a drop in both constants. However, complete reversibility of the process did not occur here as in the temperature range 20-30°C. Constant 'a' returned only to a level of 140% *

* In other temperature ranges aeration of the vaseline oil did not affect the results obtained (Nasonov and Suzdal'skaya, 1958).
of the initial value, and constant 'b' only to 187%. Obviously, even short cooling of the rat nerve to 5°C left a damage which was not easily reversible. All these phenomena are well seen in Figure 188.

Nevertheless, in principle the same changes occur in the temperature range of 20-5°C as in the 30-20°C range, namely, on cooling, both excitability constants increase while on heating they decrease. Consequently, here, too, there is no intersection of the intensity-time curves.

A pigeon was used to determine the effect of temperature on excitability of the sciatic nerve by exactly the same method as in the case of the rat.

Excitability of the pigeon nerve increased at all points of the intensity-time curve on increasing the temperature from 20 to 30°C and from 30 to 40°C, while on cooling it decreased. At 10°C the nerve of the pigeon lost its conductivity capacity. Figure 188B shows the dynamics of change of constants 'a' and 'b' on repeated transition from 20 to 30°C and back. Both constants changed in an exactly similar manner and the reversibility of these changes was exceptionally complete.

Thus, experiments on the effect of temperature on nerve excitability show that on cooling of a summer frog nerve, its excitability constant 'a' increased, while constant 'b' decreased. On heating, opposite changes of the constants took place. As a result, the voltage-time curves of the frog nerve intersect with each other after change in temperature. The point of intersection determines the duration of the stimulus with which the excitability does not change as a result of temperature changes.

We postulated that the intersection of voltage-time curves is an expression of a specific adaptation, due to which excitability of the nerve of cold-blooded animals measured in physiological time intervals changes only slightly with changes in temperature of the surrounding medium. We consider this to be a substitute for thermoregulation. In the rat, cooling of the nerve within the temperature ranges 30-20°C and 20-5°C causes an increase in both constants, while heating of the nerve leads to their decrease. A similar picture was observed in the pigeon in the ranges of 30-20°C and 40-30°C. In other words, on cooling, excitability of the nerve decreases along the whole intensity-time curve and increases upon heating.

For rat and pigeon nerves, excitability depends on temperature for the entire threshold excitation in the above-given temperature limits. Intersection of the voltage-time curves, and therefore regulation of excitability as applied to temperature, are possible in the case of warm-blooded animal nerves only within a very narrow temperature range (for rat nerves 35-40°C).
Excitability constants of rat nerve during changes in temperature (according to Nasonov and Suzdal'skaya, 1956b)

<table>
<thead>
<tr>
<th></th>
<th>21°C</th>
<th></th>
<th>30°C</th>
<th></th>
<th>21°C</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>a (in mvolts·msec)</td>
<td>b (in volts)</td>
<td>a (in mvolts·msec)</td>
<td>b (in volts)</td>
<td>a (in mvolts·msec)</td>
</tr>
<tr>
<td>26</td>
<td>0.08</td>
<td>6</td>
<td>0.02</td>
<td>30</td>
<td>0.12</td>
</tr>
<tr>
<td>23</td>
<td>0.08</td>
<td>13</td>
<td>0.06</td>
<td>22</td>
<td>0.14</td>
</tr>
<tr>
<td>22</td>
<td>0.04</td>
<td>18</td>
<td>0.03</td>
<td>24</td>
<td>0.08</td>
</tr>
<tr>
<td>26</td>
<td>0.10</td>
<td>12</td>
<td>0.08</td>
<td>24</td>
<td>0.08</td>
</tr>
<tr>
<td>20</td>
<td>0.08</td>
<td>10</td>
<td>0.04</td>
<td>16</td>
<td>0.06</td>
</tr>
<tr>
<td>34</td>
<td>0.18</td>
<td>26</td>
<td>0.16</td>
<td>30</td>
<td>0.22</td>
</tr>
<tr>
<td>20</td>
<td>0.05</td>
<td>13</td>
<td>0.04</td>
<td>19</td>
<td>0.06</td>
</tr>
<tr>
<td>42</td>
<td>0.20</td>
<td>26</td>
<td>0.14</td>
<td>38</td>
<td>0.20</td>
</tr>
<tr>
<td>20</td>
<td>0.10</td>
<td>12</td>
<td>0.06</td>
<td>17</td>
<td>0.08</td>
</tr>
</tbody>
</table>

Arithmetic means

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>26.4 ± 2.51</td>
<td>0.10 ± 0.02</td>
<td>15.6 ± 2.12</td>
<td>0.07 ± 0.01</td>
<td>25.5 ± 2.49</td>
</tr>
<tr>
<td>% of initial value</td>
<td>59</td>
<td>70</td>
<td>96.6</td>
<td>116</td>
<td></td>
</tr>
</tbody>
</table>

FIGURE 187. Logarithmic voltage-time curves of a rat nerve with changes in temperature (according to Nasonov and Suzdal'skaya, 1956b).

1—at 21°C; 2—at 30°C; 3—after returning to the initial temperature, 21°C.
FIGURE 188. Excitability of rat nerve with change in temperature from 20 to 5°C and back (according to Nasonov and Suzdal'skaya, 1956b)

A—logarithmic voltage-time curves: 1—at 20°C; 2—on cooling to 5°C; 3—after returning to the initial temperature, 20°C. B—changes in thresholds of short-term (a) and prolonged (b) excitability. The initial level of excitability was taken as 100%.

| Table 67 |
| Excitability constants of rat nerve after change in temperature (according to Nasonov and Suzdal'skaya, 1956b) |
|---|---|---|---|---|
| 20°C | 5°C | 20°C |
| a (in mvolts msec) | b (in volts) | a (in mvolts msec) | b (in volts) | a (in mvolts msec) | b (in volts) |
| 56 | 0.15 | 336 | 1.04 | 64 | 0.26 |
| 64 | 0.25 | 336 | 1.40 | 84 | 0.46 |
| 27 | 0.18 | 208 | 0.84 | 52 | 0.26 |
| 40 | 0.20 | — | — | — | — |
| 32 | 0.10 | 1072 | 3.50 | 53 | 0.24 |
| 38 | 0.14 | 400 | 2.04 | 76 | 0.60 |
| 30 | 0.10 | 1152 | 3.20 | 15 | 0.24 |
| 16 | 0.06 | 204 | 0.40 | 32 | 0.08 |
| 28 | 0.12 | 240 | 0.80 | 40 | 0.28 |

Arithmetic means

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>36.7±1.13</td>
<td>0.15±0.064</td>
<td>493±119.8</td>
<td>1.55±0.4</td>
<td>52.0±5.56</td>
</tr>
</tbody>
</table>

% of initial value

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1344</td>
<td>1100</td>
<td>141</td>
<td>187</td>
<td></td>
</tr>
</tbody>
</table>
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FIGURE 189. Excitability of pigeon nerve with change in temperature from 20 to 30°C and back (according to Nasonov and Suzdal'skaya, 1956c)

A—logarithmic voltage-time curves:
1—at 20°C; 2—at 30°C. B—changes in thresholds of short-term (a) and prolonged (b) excitability. The initial level of excitability was taken as 100%.

Experiments with Skeletal Muscles of Frog and Rat

The effect of temperature on excitability of skeletal muscles in cold-blooded (frog) and warm-blooded animals (rat) was studied by Suzdal'skaya (1957a, 1957b). A sartorius muscle of the frog was studied, and its excitability in vaseline oil was investigated in the above-described chamber (p. 307). After investigation of the frog muscle at 30°C an irreversible drop in excitability was often observed, and therefore the effect of temperature on excitability thresholds was studied within the ranges of 25-15°C and 21-7°C. The experiments were conducted in the same manner as in the study of the nerve. The muscles were placed on electrodes (inter-electrode distance—18 mm) in such a manner that the cathode was in contact with the nerveless segment of the muscle. A resistance of 20 k ohm
was introduced serially into the chain. The results of the experiment are shown in Tables 68 and 69, in both of which the arithmetic means from 10 experiments are set out.

Table 68 shows that on increasing temperature from 15 to 25°C, the threshold of short-term excitability falls by 20%, while the threshold of protracted excitability rises by 46%. The same muscles cooled again show a rise in 'a' by 11% (incomplete reversibility) and a fall in 'b' by 32%. It follows that the voltage-time curves of frog muscles intersect exactly in the same manner obtained with nerves.

The same results are obtained within the temperature range of 21-7°C (Table 69). Here, on cooling, a 65% rise of 'a' and 39% fall in 'b' occur. On heating the same muscles, 'a' falls by 32.5% and 'b' rises by 64.3%. Consequently, for frog muscles, as for frog nerves, the same range (of duration of stimulating current) exists, at which excitability does not depend on temperature. This range lies within physiological limits. Consequently, the excitability of the muscles of a cold-blooded animal adapts to changes in temperature, replacing the thermoregulation of warm-blooded animals.

The effect of temperature on the excitability of skeletal muscles of a white rat was investigated on m. soleus, using the same method as that employed in the case of frog muscles. The results of the experiment for the range 20-10°C and back are given in Table 70.

There is no intersection between the excitability curves of rat muscles, just as there is no such intersection in the case of rat nerve within this temperature range. On cooling, both constants markedly increase in value, 'a' considerably more so than 'b' (Table 70). Consequently, no adaptive mechanisms exist for stabilizing excitability during a temperature rise.

However, within the range of 20-30°C a different picture is sometimes observed (Table 71). Here the excitability curves clearly intersect and therefore there may exist a certain stabilization of excitability of muscles on decrease in temperatures not below 20°C. Below this temperature the rat muscles lose the capacity to regulate their excitability.

Probably on the appearance of homeothermia during the process of evolution, nerves lost the capacity to regulate excitability following changes in temperature to a much greater extent than muscles.

Table 68

<table>
<thead>
<tr>
<th>a (in mV·msec)</th>
<th>b (in volts)</th>
</tr>
</thead>
<tbody>
<tr>
<td>15°C</td>
<td>25°C</td>
</tr>
<tr>
<td>% of initial value</td>
<td>% of initial value</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>a (in mV·msec)</th>
<th>b (in volts)</th>
</tr>
</thead>
<tbody>
<tr>
<td>152.4±4.2</td>
<td>121.9±1.31</td>
</tr>
<tr>
<td>121.9±3.9</td>
<td>136.0±11.4</td>
</tr>
<tr>
<td>1.2±2.0</td>
<td>0.82±32.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>a (in mV·msec)</th>
<th>b (in volts)</th>
</tr>
</thead>
<tbody>
<tr>
<td>15°C</td>
<td>25°C</td>
</tr>
<tr>
<td>% of initial value</td>
<td>% of initial value</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>a (in mV·msec)</th>
<th>b (in volts)</th>
</tr>
</thead>
<tbody>
<tr>
<td>121.9±3.9</td>
<td>136.0±11.4</td>
</tr>
<tr>
<td>1.2±2.0</td>
<td>0.82±32.0</td>
</tr>
</tbody>
</table>
Change in excitability constants ('a' and 'b') of sartorius frog muscles within the temperature range 21-7°C. Arithmetic means from 10 experiments (according to Suzdal'skaya, 1957a)

<table>
<thead>
<tr>
<th></th>
<th>a (in mvolts-msec)</th>
<th>b (in volts)</th>
<th></th>
<th>a (in mvolts-msec)</th>
<th>b (in volts)</th>
</tr>
</thead>
<tbody>
<tr>
<td>21°</td>
<td>7° % of initial value</td>
<td>21°</td>
<td>7° % of initial value</td>
<td>7°</td>
<td>21° % of initial value</td>
</tr>
<tr>
<td>153</td>
<td>252 +65 ± 11</td>
<td>0.92</td>
<td>0.56</td>
<td>-38.0 ± 2.8</td>
<td>252</td>
</tr>
</tbody>
</table>

Table 70

Change in excitability constants ('a' and 'b') of m. soleus of a white rat within the temperature range 20-10°C. Arithmetic means from 10 experiments (according to Suzdal'skaya, 1957b)

<table>
<thead>
<tr>
<th></th>
<th>a (in mvolts-msec)</th>
<th>b (in volts)</th>
<th></th>
<th>a (in mvolts-msec)</th>
<th>b (in volts)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20°</td>
<td>10° % of initial value</td>
<td>20°</td>
<td>10° % of initial value</td>
<td>10°</td>
<td>20° % of initial value</td>
</tr>
<tr>
<td>407</td>
<td>2974 +630 ± 120.8</td>
<td>0.88</td>
<td>1.91</td>
<td>+117 ± 28</td>
<td>2974</td>
</tr>
</tbody>
</table>

Table 71

Change in excitability constants ('a' and 'b') of m. soleus of a white rat within the temperature range 20-30°C. Arithmetic means from 10 experiments (according to Suzdal'skaya, 1957b)

<table>
<thead>
<tr>
<th></th>
<th>a (in mvolts-msec)</th>
<th>b (in volts)</th>
<th></th>
<th>a (in mvolts-msec)</th>
<th>b (in volts)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20°</td>
<td>30° % of initial value</td>
<td>20°</td>
<td>30° % of initial value</td>
<td>30°</td>
<td>20° % of initial value</td>
</tr>
<tr>
<td>440</td>
<td>354 -20 ± 4.9</td>
<td>0.92</td>
<td>1.40</td>
<td>+52 ± 8.8</td>
<td>472</td>
</tr>
</tbody>
</table>
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Chapter 6. Conclusions

As far as we know, no one has measured excitability of tissues by means of the three constants, \(a\), \(b\) and \(n\). Therefore the study of dynamics of these constants following the effect of various agents has an important topical significance.

We have studied in greater detail the change in excitability constants of a nerve separated from CNS connections, and the effect of temperature on excitability constants of nerves and muscles. In addition, we performed a series of exploratory observations on the effect of such an agent as ethyl alcohol vapor; Ringer's solution with a 2-fold and a half concentration of NaCl; maintenance in a moist chamber for 24 hours, etc., on the excitability constants of a nerve-muscle preparation of frog.

On the basis of these hitherto incomplete data the following preliminary generalizations may be made:

1. The values of constants \(a\) and \(b\) change considerably following the action of each of the above-mentioned agents.

2. Changes in these two excitability thresholds occur to a considerable extent independently of each other*. Most often these constants change in the same direction. However, only very rarely are these changes proportional to each other. Sometimes one of the constants changes, while the other remains unchanged. Finally, there are cases where one increases while the other decreases. In such a case the intensity-time curves intersect with each other before the action of the corresponding agent, and after it. Such changes in excitability are observed after alterations in temperature.

3. Constant \(n\) (increment factor) was shown to be the most stable. None of the agents caused any significant change in the slope of the left-hand straight segment of the logarithmic curve of intensity-time. The rectilinear-inclined part of the graph always showed a parallel shift to itself on decrease or increase in threshold of the short-lasting excitability \(a\). The significance of this relative stability of constant \(n\) is so far incompletely understood.

4. Chronaxy is not a time constant, as postulated by the majority of contemporary physiologists who studied excitability of conducting tissues. This concept of chronaxy may lead to very gross errors of interpretation of experimental results. An especially illustrative example of this is the well-known case of increased chronaxy and decreased rheobase on separation of the nerve from its CNS connections, as elaborated by us in detail. It is quite obvious that in this case, increase in chronaxy is accompanied by a decrease in the time necessary for the appearance of excitation.

In reality, chronaxy determines the range of time intervals within which the time of action of the stimulus starts to show a considerable effect on the value of the threshold of excitation.

* It is self-evident that in a system like the nerve cell with its dendrites, all the processes are linked to each other. In speaking of the non-dependence of constants \(a\) and \(b\), we only imply that their existing interconnections are unknown.
Chapter 1. Importance of the Amount of Electricity and Energy of Stimulating Current During the Appearance of Excitation

Theory of the Physiological Action of Electric Current

The majority of physiologists have long considered that on stimulation with electric current, the decisive factor for the appearance of excitation in a nerve conductor is the intensity of the current or the amount of electricity. In ordinary excitometric systems, the excitability thresholds are measured not in amperes but in volts. It is, however, considered that this is done merely because at very short time intervals the intensity of current cannot be measured directly by an ammeter, and since under conditions of constant resistance in the circuit, the voltage is proportional to the intensity of the current, when measuring the threshold voltage at the same time we measure the threshold intensity.

In order for the current intensity to be actually proportional to voltage, it is necessary to eliminate somehow the effect of fluctuating resistance which may arise during the experiment in the investigated tissue itself. For this purpose, higher resistance was introduced into the circuit, in comparison with which the fluctuating resistance of the tissue was so small that it could be ignored*. However, a high resistance in the circuit stabilizes only the current intensity, but not the voltage on the electrodes, the changes of which were considered not to affect the value of the threshold**.

Thus, an opinion formed according to which the intensity of the current, and not its voltage on the electrodes, determines the value of the electric threshold of excitation***.

See, for example, Chir'ev (1877), Gotch and McDonald (1896) and others. Lapicque's shunt is based on the same principle and so are numerous studies on determination of excitability performed by the use of the chronaximetric method.

Later, Rushton (1934) used an extremely sensitive and very slightly inert galvanometer for determination of excitability, allowing direct measurements of intensity of very short current pulses (up to 0.8 millisecond). The author measured the threshold value in microamperes, not taking into account the fact that during the experiment there were also changes in the voltage at the electrodes, which Rushton obviously considered possible to disregard.

*** It should be pointed out that Stämplfl (1952) recently brought evidence indicating the decisive role of voltage on excitation by electric current.
Since the beginning of the 20th century this problem became more complicated, after it had become obvious that at sufficiently short time intervals not only the intensity of the current but also the duration of its passage through the fiber is of importance. On the basis of the empirical formula of Hoornweg-Weiss, it might have been assumed that in the region of short current impulses, the decisive factor for appearance of excitation was the product of current intensity and time \((i \cdot t = a = \text{constant})\), i.e., the threshold amount of electricity \((Q)\).

On this basis attempts were made to explain theoretically the actual data accumulated, as a result of which two theories were formed concerning the action of electric current on living matter: (1) the concentration theory of Nernst (1908) and (2) the condenser theory developed by Hermann (1905), Chagovets (1905), Lapicque (1926), Ebbecke (1927), Hill (1935) and others.

It is known that the stimulus originates at the cathode. It is also known that when current is let through the cell, a change occurs in the concentration of electrolytes at the electrodes. Nernst regarded this as the reason for the physiological action of electric current. When the change in concentration at the cathode reaches a certain threshold value, excitation arises.

The concentrational effect of electrolytes at the membrane during the passage of current depends on two opposite processes—accumulation of ions under the influence of current and their diffusion in the opposite direction. On the basis of these considerations Nernst developed the formula

\[ c - c_0 = k \sqrt{t} \]

where \(c - c_0\) is the threshold difference between ionic concentrations necessary for the appearance of excitation, while \(k\) is a constant.

Consequently, according to Nernst, on varying intensity and time, the value of \(i\sqrt{t}\) should be constant \((i\sqrt{t} = \text{constant or } i^2t = \text{constant})\) in order to obtain a threshold stimulation.

The energy \((E)\) released by the current equals the product of the current intensity \((i)\), voltage \((v)\) and the time of passage of current \((t)\).

\[ E = i \cdot v \cdot t, \quad \text{or } E = i^2Rt. \]

In ordinary excitometric systems, on changing the voltage \((v)\), the current intensity \((i)\) changes to the same extent, while the resistance of the circuit remains constant. According to the theory of Nernst, when excitation occurs the magnitude of \(i^2t\) should be constant, i.e., under these conditions the amount of energy released by the threshold current should have a constant value.

Further, Nernst had to explain why in the region of currents of long duration the value of the threshold no longer depends on time of passage of the current. Since Nernst himself was not a physiologist, he refers in his work (Nernst, 1908) to a letter from Professor (of Physiology) von Kries informing him that on slow increase of the current the latter may be physiologically inactive. Nernst assumed that on gradual accumulation of ions at the membrane, certain chemical compounds were formed which put into action some kind of adaptation to the excitant by "accommodation" of the membrane to the action of ions. Due to this fact the threshold of excitation should increase. This accommodation is absent with rapid action of current.

This part of Nernst's hypothesis is not tenable. It is natural to expect accommodation of a living system to any foreign or harmful agent, but there
is no need for the system to adapt and to become insensitive to a physiologically adequate excitant—i.e., electric current, by which transmission of the impulse occurs along the fibers. Nernst himself gave no evidence in favor of his hypothesis; nevertheless his idea became very popular among physiologists, serving as the basis for the so-called theory of accommodation. This is usually used to explain the lack of significance of duration of action of the stimulating current at sufficiently long time intervals (rheobase).

![Logarithmic voltage-time curves plotted according to the formula](image1)

\[ i = \frac{a}{t^n} + b \]

- at \( a = 1; b = 1, n = 1 \)
- at \( a = 1, b = 1, n = 0.5 \)

![Logarithmic voltage-time curve of a frog nerve plotted according to data of Weiss, taken from Nernst (1908)](image2)

![Logarithmic voltage-time curve of a tortoise nerve plotted from the data of Weiss, taken from Nernst (1908)](image3)
The theory of Nernst which requires a constant \(i\sqrt{t}\) on stimulation with electric current obviously contradicts the empirical data of Hoorweg, Weiss, and other authors who have shown, in their studies on vertebrate nerves, that the product \(i\cdot t\) is constant. Nernst attempted to prove his point experimentally, as against that of Hoorweg. In his 1908 work he gave a large number of tables mainly taken from other authors, illustrating intensity-time curves for various objects. Using these data, he tried to prove that at a certain approximation the product \(i\sqrt{t}\) is always a constant. However, careful analysis of these data makes Nernst's argument very doubtful.

It has already been pointed out (p. 274) that in logarithmic presentation the intensity-time curve corresponding to Hoorweg's formula \(i = \frac{a}{t} = b\) acquires the form illustrated in Figure 190 (curve a). Its right wing approaches asymptotically a horizontal straight line parallel to the abscissa at a level equaling \(\log b\). The left wing approaches a straight line inclined to the abscissa at \(45^\circ\), cutting off equal segments from the coordinate axes (1:1).

If Nernst and not Hoorweg is right, and not \(i\cdot t\) but \(i\sqrt{t}\) is a constant value, then the angle between the straight line (to which the left wing of the logarithmic curve approaches) and the abscissa should be more acute and the straight line should intersect the abscissa forming a segment twice as long as on the ordinate (2:1) (Figure 190, curve b). The left wing of curves a and b approximately corresponds to the formula \(i\cdot t = \text{constant} \) (curve a) or \(i\sqrt{t} = \text{constant} \) (curve b). The right wing corresponds to the equation \(i = b\). The middle part of the curve smoothly connects the two wings, approaching toward straight line asymptotes. In order to check the validity of this (or another) formula, it is necessary to choose a region sufficiently removed from the rheobase which, on the logarithmic graph, approaches a straight line, and then determine its slope. This was the procedure of Lapicque (1926), Hill (1935), Bugnard and Hill (1935), Rosenberg (1935), Nasonov and Rozental' (1933) and others, when they wanted to check the agreement between empirical intensity-time curves and this formula and others.

Nernst did not do so. In the majority of his examples, the middle segments of the intensity-time curve were used, which were not very distant from the rheobase, and relatively small segments were given where the extreme points differed from each other only 5-10-fold in time. Figure 191 and 192 show logarithmic graphs, according to the data of Weiss, taken from Nernst. From these figures it is seen that the author chose the flexion points of the curves where the tangential line is located, approximately at a slope of 1:2. It is understandable that a small segment of the curve in this region will not differ very markedly from this tangential line. This device was used by Nernst in all cases in which he tried to prove the applicability of his formula to vertebrate nerves. He could not help noticing, however, that the greatest deviations from this formula are observed at the extreme points of the segment chosen by him, both deviations
resulting in values higher than expected. Nernst explained this by the fact that in the region of large intervals, the proximity of the rheobase showed its influence, while the anomalies in the region of small intervals he compared to the known anomalies in physics manifested in the region of action of very high pressures, very low temperatures, etc. In reality, as will be seen from Figures 191 and 192, the point is that he used segments at the flexion point of the curve, where the effect of the rheobase was still felt all along the segment. If Nernst would have taken a segment sufficiently far removed from the rheobase, then the rule corresponding to the equation \( i \cdot t = \text{constant} \) would have been manifested in its pure form, while the logarithmic curve would have turned into a straight line with a slope of \( 1:1 \).

Nernst also studied the muscles of the invertebrate *Aplysia punctata*, the measurements of excitability of which were taken by him from Lapicque. Figure 193 shows that when the logarithmic form of the curve is used, all the points are arranged nicely for a long distance on one straight line, with a slope of \( 1:2 \). In the given case the effect of the rheobase was not detected at all, and therefore the product \( i \cdot t \) is constant.

As already stated, the rule that threshold energy is constant is true for the action of current on receptors of nerves and muscles of certain invertebrates, etc. The attempts of Nernst to prove the universality of this rule and its applicability to tissues such as vertebrate nerves and muscles are clearly erroneous.

Somewhat later, after the formulation of Nernst’s theory, a number of attempts were made to construct a theory of electric excitation based on the concept of the cell as a condenser. These theories, like that of Nernst, were based on the assumption that the cell is isolated from the medium by a semipermeable membrane, at the inner and the outer surfaces of which a double electric layer should exist, due to the different intra- and extracellular electrolyte content. The presence of this layer presumably endowed the membrane with certain characteristics as a result of which the cell could act as a condenser. Physiologists who developed this theory (Chagovets, 1903; Herman, 1905; Lapicque, 1926; Ebbecke, 1927; Hill, 1935 and others) arrived at a completely arbitrary assumption that moving excitation appeared when the voltage of the charged cellular condenser reached a certain value. At this instant the condenser discharged.

On the basis of the formula of condenser discharge, these investigators reached the conclusion that for the appearance of a moving wave of excitation, a constant amount of electricity \( (i \cdot t = \text{constant} = a) \) was required, i.e., they theoretically confirmed the data of Hördweg-Weiss. In contradiction to the requirements of the theory of Nernst, the amount of threshold energy \( (i \cdot t) \) is not at all constant here. The energy curve has a clearly expressed minimum in its middle part, in the region of intersection of the asymptotes on the logarithmic graph.

However, as with the theory of Nernst, it is impossible to prove the universal applicability of the condenser theory. We have already pointed out that in reality the two theoretical equations for small intervals of excitation—\( i \cdot t = \text{constant} \) and \( i \cdot \theta = \text{constant} \)—are two extreme limits between which are located the tissues with intensity-time curves corresponding to the equation \( i \cdot \theta = \text{const} \), where \( n \) varies from 0.5 to 1.0.

The data presented earlier forced us to reject the generally accepted idea of the cell as an osmometer surrounded by a semipermeable membrane. We assume that living protoplasm is a coacervate behaving as a water-
insoluble phase system, in which the majority of electrolytes are present in a bound state, while the dissolved electrolytes exist at a different concentration than in the surrounding solution. As shown by Nernst (1892), such a phase should possess a certain capacity at the division boundary and may be looked upon as a condenser. Nernst also showed that on passing an electric current through the boundary between water and the phase system, polarization was observed at this boundary, together with a noticeable change in ionic concentrations, easily detectable by the use of any pH indicator.

Consequently, both condenser and concentration theories are equally acceptable from the point of view of the membrane and the phase theories of cell structure.

Which of these theories is the more tenable?

The theory of Nernst considers excitation to occur as a result of the concentration of electrolytes at the cell surface, altered by the effect of the passing current. The immediate reason for excitation in this case is the chemical action due to the unusual concentration of ions. In this sense Nernst's theory may be considered as relying on chemical laws.

The condenser theory operates with a purely electrodynamic concept of discharge of the condenser, charged to a certain critical potential. The theory does not state specifically how this discharge is transformed into an excitation wave. In this respect Nernst's theory should be given priority, being more factual.

As we have seen, however, experimental data connected with analysis of the intensity-time curve for different tissues do not confirm either this or the other theory, and leave open the final solution of the problem.

Recently, however, a quite unexpected possibility presented itself for solution of this problem in terms of Nernst's theory, but from another standpoint, i.e., in connection with studies on the effect of interelectrode distances on the electric stimulation of the nerve (Nasonov, 1955). We shall now pass on to the presentation of these data and the conclusions drawn from them.

Effect of Interelectrode Distance on Excitability Threshold

The relationship between excitability threshold of the nerve and the distance between the electrodes was extensively studied for the first time by Chir'ev (1877), and simultaneously, and probably independently, by Marcusse (1877)*. Both authors found that on increasing the interelectrode distance, the excitability threshold of the nerve gradually diminished, approaching a certain constant value when a distance of 1-2 cm was attained. This observation was confirmed by Cardot and Laugier (1914, Cardot, 1914), who described a decrease in the rheobase and simultaneous increase in chronaxy on removal of the electrodes from each other. Later, Keil (1922), Eichler (1929), and Schriever (1932) showed that on increase of the inter-electrode distance the threshold voltage at first diminished and subsequently increased.

Later, the decreased excitability threshold of the nerve to a certain level with increase of interelectrode distance was again confirmed by using a more detailed method (Rushton, 1927, 1934), with experiments on a

* For earlier literature see Schriever and Bürkner (1940).
medullated frog nerve, and by Rosenberg (1935) on a nonmedullated nerve of the crab Maja. Thus, decrease in excitability threshold of the nerve on moving the electrodes away from each other may be considered as a confirmed fact. However, it is not easy to explain this fact, since while moving the electrodes apart, one may expect only a decrease in intensity of the stimulating current, which should cause not a decrease but an increase in the threshold level. However, in the case of a stabilized intensity of current, the distance between the electrodes should not affect the threshold at all.

In order to determine the excitability threshold of the nerve, we (Nasonov, 1955) used condenser discharges from the instrument described above (Figure 166). The change in distance between the electrodes was carried out by means of the apparatus described in Figure 194. The calf leg muscle of a frog was placed at the bottom of a glass chamber, and its nerve placed over a fixed silver electrode (a) serving as the cathode and over a moving anode (b). It was directed at an angle of 45° to the upper part of the chamber, where a section of the spinal cord was placed on a glass rod (c). The electrode (b) moved by the aid of a micrometer screw on a scale (d) supplied with a vernier, and was placed at the same angle as the nerve. The whole chamber was filled with vaseline oil in order to eliminate drying-out of the preparation.

The sloping position of the nerve in vaseline oil, and the corresponding sloping movement of the electrode, assured the tautness of the nerve and the ideal gliding of the electrode on its lower surface at a certain constant contact.

The experiments were performed in May and June of 1953 on nerve-muscle preparations of a frog (Rana temporaria) in the above-described chamber, with ordinary silver electrodes. The distance between the electrodes varied within the range of 1-30 mm. At different arrangements of the moving electrode, measurements of excitability thresholds were taken consecutively with 5 condensers of different capacities (90, 1, 0.1, 0.01 and 0.001 microfarad). Excitation was carried out according to the scheme in Figure 195, r2 being 100 ohm.

Results are shown in Figure 186. Only at high capacities (90 microfarads) and the prolonged discharges connected with them, a curve similar to that obtained by other investigators was obtained by us. On increasing the distance between the electrodes, the excitability threshold decreased at first, reaching a minimum at a distance of approximately 10 mm. Further on, it remained almost constant and only after considerable distances from the other electrode it again increased somewhat. At a lower capacity, and consequently at a shorter time of discharge (Figure 186; 1 microfarad, 0.04 milliseconds), the nature of the curve changed. Minimal decrease in threshold was attained when the electrodes were approximated (to about 5 mm), and a more marked increase in the threshold appeared after reaching
the minimal distance. On further decrease of the capacities, the initial drop in threshold level on removal of the electrodes became less and less noticeable, while the rise of the right hand part of the curve increased all the time. It is interesting that this increase in the threshold was not rectilinear, consequently, its increase was not directly proportional to the length of the segment but related to it by a certain exponential function. It will be seen later that this fact is of a certain theoretical interest.

In order to explain the obtained data, we assume that the different nature of the curves for different durations of discharges may be explained by the fact that with metallic electrodes, more prolonged discharges are accompanied by greater polarization on the electrodes, exerting an additional, external resistance in relation to the nerve ($r_3$ in Figure 195).

In order to confirm this hypothesis, we first plotted the curve of relationship between the threshold voltage and interelectrode distances for short discharges, in the absence of resistance in the external circuit (Figure 197, A, 1). Parallel to this, similar curves were obtained with the same nerve, using a switch and introducing a rising resistance (Figure 197, A, 2-4). The same was done with respect to duration of discharges (Figure 187, A, 5-7). We assumed that if the differences between the curves obtained can indeed be explained by the magnitude of external resistance ($r_3$) caused by polarization, then by introduction of a sufficiently high external resistance the differences between the curves should be evened out, and approach in their form the extreme curve corresponding to discharge of longest duration (90 microfarads).

Our assumptions were fully confirmed. Indeed, with increase in external resistance ($r_3$) the initial decrease in threshold voltage became more marked and more protracted, and the subsequent increase became more gradual. As a result of this, the curves for short term impulses (Figure 197, A, 2-4) became more and more similar to those of long term impulses (Figure 197, A, 5-7).

As far as the curves for 90 microfarads are concerned, introduction of resistance made the decrease in threshold level with removal of the electrodes more marked. Further, after reaching minimal levels, the threshold remained constant until the end, within limits of error (Figure 197, A, 7). This extreme curve corresponds exactly to the curves for relationship between threshold and interelectrode distance as described by other authors.

Substitution of silver electrodes by nonpolarizing DuBois-Reymond electrodes led to the same results even without introduction of any additional resistance into the circuit (Figure 197, B). This was due to the fact that, on the one hand, nonpolarizing electrodes themselves possess a very high external resistance. As a series of curves was obtained using a larger frog, *Rana ridibunda*, in each of which the experiments could be carried out with a nerve segment approximately 2.5 cm long between the muscle and the nearest branching of the nerve. The results obtained were similar to the previous ones.
resistance (about 80 k/ohm) and, on the other hand, polarization which is, as we have shown, the main reason for the difference between curves of various capacities, was reduced to a minimum. In some cases in which the DuBois-Reymond electrodes were used, a small divergence between the curves for low and high capacities was also observed. In other cases, when polarization on the electrodes was completely eliminated, both curves practically coincided.

From the above the following conclusions can be drawn:

1. On increase of the interelectrode distance the excitability threshold of the nerve at first decreased, and began to increase again after reaching a certain minimum.

2. This increase was not rectilinear (especially well seen on curves of small capacities).

3. Introducing external resistance (r3 in Figure 197, A), or creating resistance as a result of polarization on metallic electrodes and in the nerve on prolonged discharges, caused a shift in the position of the minimum on the curve to the region of greater interelectrode distances.

4. At a sufficiently high external resistance (r3) the increase in threshold along the investigated nerve may be indiscernible by the method used (Figure 197, B, 2). In such cases a curve of relationship of the threshold to the interelectrode distance was obtained, as has been repeatedly described by previous investigators.

5. On the basis of all that has been said, an explanation for the increase in chronaxy on moving the electrodes away from each other may be as proposed by Cardot and Laugier (1914):

\[
\text{Chr} = \frac{a}{b}\]

where 'a' is the excitability threshold of the nerve on sufficiently short current impulses, while b is the rheobase, i.e., the excitability threshold with sufficiently prolonged current pulses. Figures 196 and 197, A show that with increase in the interelectrode distance the ratio \( \frac{a}{b} \) increases, which should inevitably lead to increase in chronaxy. Thus the fact discovered by Cardot and Laugier is the result of partial polarization at the electrodes. It is quite obvious that in the case corresponding to Figure 197, B, there can be no increase in chronaxy on moving the electrodes away from each other.
FIGURE 197. Nerve-muscle frog preparation. Relationship between threshold voltage and interelectrode distance, with different additional resistances ($r_3$ in the circuit) (according to Nasonov, 1955)

A—change in excitability on increasing $r_3$ from 0 to 100 k ohm: 1-4—for excitatory stimuli of a duration of 0.02 microfarads, 5-7—same, duration of 90 microfarads; B—change in excitability using nonpolarizing electrodes: 1—for excitatory stimuli with a duration of 0.01 microfarad, 2—same, duration of 90 microfarads. The threshold voltage at a minimal distance between the electrodes was taken as 100%.

**Importance of Voltage, Intensity and Energy of Excitative Current for Appearance of Excitation in the Nerve Fiber**

Thus, we have seen that with increase in distance between the electrodes the excitability threshold drops at first, increasing later. In order to understand this bi-phasic relationship we must first see how the threshold would change if it depended only on the voltage or on current intensity. 

Figure 195 shows the manner in which the excitation was carried out: $v$ is the voltage of the discharged condenser, $v_1$—voltage on the excitatory electrodes, $i$—intensity of current passing through the nerve, $r_1$—resistance of the nerve segment, $r_2$—resistance of the shunt, $r_3$—external resistance of the circuit.
I. Let us assume that the onset of excitation is determined only by
the voltage on the electrodes \(v_1\) but does not depend on the intensity of the
passing current. On the basis of the scheme (Figure 195)

\[
\frac{v}{v_1} = \frac{r_1 + r_2}{r_1} \quad v = v_1 \frac{r_1 + r_2}{r_1},
\]

and since according to our assumption \(v_1\) should be constant,

\[
v = \text{const} \frac{r_1 + r_2}{r_1}.
\]

This formula determines the relationship of the threshold voltage \(v\)
in such a case to the distance between the electrodes (assuming that the re-
sistance of the nerve segment \(r_2\) is proportional to its length \(l\)). A group
of such theoretical curves is illustrated in Figure 198, A, for various values
of \(r_3\). If \(r_3 = 0\), the threshold voltage does not depend on the distance be-
tween the electrodes. If, however, the resistance is increased more and
more (\(r_3 = 1, 5, 100\)) curves are obtained which show a decrease in the
threshold value. Subsequently the latter approaches a certain constant
value \((v = \text{const} = v_1)\). These curves are somewhat similar to curves ob-
tained experimentally for a high \(r_3\). However, they differ from the em-
pirical ones in that no matter how much the value of \(r_3\) diminishes, the
curves cannot increase with increased interelectrode distance.

II. Let us now assume, as is done by the majority of physiologists,
that the onset of excitation is determined by intensity of the passing current,
but does not depend upon its voltage on the electrode.

We have seen that

\[
v = v_1 \frac{r_1 + r_3}{r_1}
\]

or

\[
v = i \cdot r_1 \frac{r_1 + r_3}{r_1} = i(r_1 + r_3);
\]

and since according to our assumption \(i\) should be constant,

\[
v = \text{const} (r_1 + r_3).
\]

This equation shows the dependence of threshold voltage on the distance be-
tween the electrodes \((l\) or \(r_1\)) under the condition that this threshold is deter-
mined only by the intensity of current. Such curves, for different values of
\(r_3\) (from zero to 1,000) are illustrated in Figure 198, B. With a very high
value of \(r_3\) it will be seen that the intensity of the current is practically
stable and therefore the threshold voltage almost does not depend on the
interelectrode distance. On consecutive decrease in \(r_3\), a series of recti-
linear increasing curves of the threshold is obtained. The smaller is \(r_3\),
the steeper will be the increase in the threshold value with increase in in-
terelectrode distance. These curves also do not agree with those obtained
in practice. In the latter, the increase of the distance between the electrodes

* In Figure 198, as in the previous curves, the threshold voltage corre-
spending to \(r_1 = 1\) mm is accepted as 100%.
can under no circumstances lead to a decrease in threshold. They only resemble empirical curves with low values of $r_3$, differing from the latter by a rectilinear increment of the threshold voltage. In the experimental curves this increase, as mentioned above, is always curvilinear.

Thus, the experimental curves do not fully correspond either to the first or to the second hypothesis. Initially, and with a high external resistance (small $r_1$ and large $r_3$), they resemble the curves obtained with a large voltage, while finally and at a small external resistance (large $r_1$ and small $r_3$) they correspond to the dependent relationship between the intensity of the current and the onset of excitation.

III. In order to solve this problem one more hypothesis is required, namely, that the onset of excitation in a nerve fiber is determined neither by the voltage at the excitatory electrodes nor by the intensity of current, but by the energy released by the current in the excited segment of the conductor. This energy $E = v_1 t$, where $t$ is the time of passage of current. It is known that $v = v_1 \frac{r_1 + r_3}{r_1}$ or $v_1 = \frac{v r_1}{r_1 + r_3}$.

At the same time $v = i (r_1 + r_3)$, from which it follows that $i = \frac{v}{r_1 + r_3}$ and consequently, the energy $E = v_1 i t = \frac{v^2 r_1}{(r_1 + r_3)^2} t$, or $v = \sqrt{E} \frac{r_1 + r_3}{\sqrt{r_1} \sqrt{t}}$. Since according to our assumption the threshold energy $E$ should be constant ($\sqrt{E} = K_1$), then

$$v = K_1 \frac{r_1 + r_3}{\sqrt{r_1} \sqrt{t}}.$$

If the resistance in the circuit is constant ($\frac{r_1 + r_3}{\sqrt{r_1}} = K_2$) and only the time of passage of current changes, the equation of Nernst will be obtained, relating the threshold voltage to the time of passage of current at a constant resistance in the circuit. Indeed, equation (1) will acquire the form $v = K_1 K_2 \frac{1}{\sqrt{t}}$.
or $v^2 \cdot t = K$. But we are interested in the relationship between threshold voltage and resistance at a constant time interval ($\frac{1}{t} = K_3$). Under such conditions equation (1) will acquire the form

$$v = K_1 K_3 \frac{r_1 + r_3}{\sqrt{r_1}} - \text{const} \frac{r_1 + r_3}{\sqrt{r_1}}$$

Thus the threshold voltage should depend on the distance between the electrodes, where the excitation appearing in the nerve depends on the energy released by the excitatory current. Such curves for different values of $r_3$ are illustrated in Figure 198, C.

We shall analyze this equation. With small values of $l$ or $r_1$ (considerably smaller than $r_2$) the numerator of the right-hand part of the equation is close to a constant value; consequently, the threshold voltage is inversely proportional to the square root of the interelectrode distance. Further, as $r_1$ approaches $r_3$ in its value, the curve drops to a certain minimum, after which it begins to rise. When $r_1$ exceeds the value of $r_3$ to such an extent that the latter can be disregarded, equation $v = \text{const} \frac{r_1 + r_3}{\sqrt{r_1}}$ will be transformed into the following: $v = \text{const} \frac{r_1}{\sqrt{r_1}} = \text{const} \sqrt{r_1}$. In other words, the threshold voltage will increase in direct proportion to the square root of the interelectrode distance. Consequently, this increase will be rectilinear.

From the equation $v = K_1 \frac{r_1 + r_3}{\sqrt{r_1}}$ one can determine when the dependence 347 curve of the threshold voltage on the interelectrode distance will reach minimum. Consequently, this equation may be transformed as follows:

$$v = K_1 \left( \frac{r_1}{\sqrt{r_1}} + \frac{r_3}{\sqrt{r_1}} \right) = K_1 \left( \sqrt{r_1} + \frac{r_3}{\sqrt{r_1}} \right). \quad (3)$$

It is obvious that on increase of $r_1$, the first term of the binomial $\left( \sqrt{r_1} \right)$ will increase while the second term $\left( \frac{r_3}{\sqrt{r_1}} \right)$ will decrease. The minimum value of the function will take place when $r_1 = \frac{r_3}{\sqrt{r_1}}$ or when $r_1 = r_3$. In other words, the minimal value of the threshold voltage is achieved when the internal resistance of the segment of the excited nerve ($r_1$) becomes equal to the external resistance of the circuit ($r_3$). It follows from this fact that on increase of $r_3$ the minimum should shift in the direction of greater interelectrode distances. This purely theoretical conclusion may be checked experimentally.

If a series of experimentally obtained curves is now compared (Figures 196 and 197, A) with the theoretical curve (Figure 198, B) it will be seen that the similarity between them is striking. In both cases an initial decrease is noticed in the threshold value with an increase in distance, followed by an increase which subsequently continues in curvilinear fashion.
Further, in both cases the increase in external resistance \( r_3 \) has the same effect. With increase in \( r_3 \) the phase of decrease in \( v \) becomes more prominent and prolonged, and at a sufficiently large \( r_3 \) the level of \( v \) at a certain interval of \( r_1 \) may be assumed for all practical purposes to be constant (compare Figure 197, A, 7, with Figure 198, B, \( r_3 = 100 \)). Finally, it is seen that in complete agreement with the requirements of the theory, the position of the minimum on the experimentally obtained curves shifts with increase in external resistance \( (r_3) \) to the region of greater interelectrode distances (Figures 197, 198, B). All this leads to the conclusion that on electric excitation the decisive condition for onset of excitation in the nerve fiber is the energy released by the current, and not the amount of electricity, as is assumed by the majority of physiologists.

Previous authors usually explained the decrease in threshold, after increasing the interelectrode distance, by stating that when the electrodes are brought closer to each other than 1 cm, the opposite poles somehow mutually weaken their effect on the tissue. This explanation is not very convincing, since it does not explain the nature of this neutralization.

Another explanation was given by Berito (1947), who assumed that with a small interelectrode distance a droplet of Ringer's solution forms, resulting in a short circuit. This explanation is also untenable, since in our experimental conditions with use of vaseline oil, there are no water droplets. In addition, Berito maintained that a decrease in threshold is observed only at an interelectrode distance not exceeding 2-3 mm, while in reality it can easily be observed in an ordinary nerve-muscle preparation even at a distance of 10 mm. Rushton (1927, 1934) who worked with a nerve of the large American frog, observed a drop in threshold even at an interelectrode distance of up to 20 mm. It is self-evident that a short circuit through a droplet between the electrodes cannot occur here, especially when working in a moist chamber.

A third, most elaborate but somewhat speculative explanation, was given by Rushton (1927, 1934). He started from two hypotheses stated in terms of the generally accepted membrane theory. First he assumed that a medullated nerve fiber is a good conducting core surrounded by a poorly conducting sheath (probably myelin). This fiber is surrounded by a good conducting layer of Ringer's solution. The current penetrates easily into the intercellular space and with greater difficulty inside the fiber, through the myelin.

The second assumption was that excitation arises on the cathode only when current leaves the fiber across the myelin sheath. Current, entering the nerve from the anode, divides into two sections. The main one is directed along the intercellular space toward the cathode, while the other penetrates across the poorly-conducting myelin sheath into the well-conducting nerve fiber, moving along the latter and secondarily passing across the sheath, leaving the fiber under the cathode (Figure 199). Thus, the fraction of current passing through the fiber overcomes the resistance of the contents of the nerve fiber, which is proportional to the length of the segment between the electrodes plus twice the resistance of the myelin sheaths. If the distance between the electrodes is short, the resistance of the sheath is relatively high, and the fraction of the current moving inside the fiber becomes smaller as compared with the fraction directed into the intercellular space, due to which the value of the threshold current intensity is relatively high. With increase in interelectrode resistance the resistance
of the intercellular space and the nerve contents increases in proportion to this distance, while the double resistance of the sheath remains the same, due to which the resistances overcome by both fractions of the current approach each other in value. As a result, a relatively greater fraction of current passes inside the fiber, causing a drop in the threshold on increasing the distance between the electrodes.

This is the explanation of the facts given by Rushton. As already mentioned, this explanation sounds somewhat artificial. The postulates on which this explanation is based seem to us to be erroneous. First of all, the author's attempt to explain increase in excitability on increasing the distance between the electrodes by the properties of distribution of the current in a medullated nerve is not correct, since Rosenberg (1935) observed the same phenomena also on a nonmedullated nerve of the crab Maja.

More recently the effect of interelectrode distance on the value of the threshold was studied by Rozental' and Shapiro (1956) on a nonmedullated nerve of the crab Hyas caricatus. The results of their work are illustrated in Figure 200. Each point on this graph represents an arithmetic mean from 14 experiments, and the curves given are calculated according to the formula \( v = K \frac{r_1 + r_3}{r_1} \). It can be seen that the empirical data agree well with those theoretically expected.

Schriever and Bürkner (1940), in our opinion, gave an incorrect explanation of the relationship of threshold potential to the interelectrode distance. These authors start from the well-known but purely hypothetical concept of the nerve fiber as a good conductor surrounded by a semipermeable insulating membrane possessing a certain capacity. When the latter is charged to a certain potential, excitation occurs. On the basis of this scheme the authors arrive at the following, quite complicated formula:

\[
v = v^1 \frac{R(W_H + W_1 + W_K + W_2) + W_H(W_1 + W_K + W_2)}{W_H(W_1 + W_K + W_2)},
\]

where \( v \) is the threshold potential, \( v^1 \) — the potential on the electrodes, \( R \) — the external resistance of the circuit (our \( r_3 \)), \( W_H \) — the resistance of the membrane, \( W_K \) — the resistance of the fiber core, \( W_1, W_2 \) — the resistance of shortcircuiting the membrane. It can be shown that with increase in the interelectrode distance this function at first decreases, increasing subsequently, i.e., it corresponds, as it were, to what really takes place. However, it is not difficult to see that the formula of Schriever and Bürkner does not reflect the actual state. If \( R \) in this formula is given a value of zero, the formula will acquire the form of \( V = v^1 \). In other words, under these conditions the threshold potential becomes a constant value independent of interelectrode distance. It is, however, known that when \( R = r_3 = 0 \),
the threshold potential increases maximally when the electrodes are moved apart (Figure 197, A, I). Thus, the explanation suggested by Schriefer and Bürkner is wrong.

![Threshold voltage vs. interelectrode distance](image)

**FIGURE 200.** Nerve-muscle preparation of a crab. Relationship between threshold voltage and interelectrode distance (according to Rozental* and Shapiro, 1956). The curves were calculated according to the formula $v = K \frac{F_1 + F_3}{F_1}$. The points represent experimentally obtained data; a—without resistance (average from 29 experiments); b—with a resistance of 20 k ohm (average of 14 experiments). The threshold voltage at a distance between the electrodes of 1.5 mm is taken as 100%.

Experiments with Isolated Fibers

As we have seen, Rushton's theory is based on the distribution of electric current between the fibers and intercellular spaces. Consequently, with a tissue in which the possibility of short-circuiting the current through the connective tissue layers is excluded, there should be no increase in the threshold on bringing the electrodes closer. A single nerve or muscle fiber is such a tissue, and experiments performed with it should verify Rushton's theory or otherwise.

Certain indications of such experiments are found in the study of Hodgkin (1938) carried out on a single nerve fiber of the crab *Carcinus*. Unfortunately, the author gives neither numerical data nor graphic illustrations of this point, limiting himself only to a few lines in the text. On page 104 he indicates a fact, in his opinion quite important, that on decrease of the interelectrode distance the threshold current increases, indicating decrease in excitability. Repetition of these experiments, and a more convincing confirmation of the results obtained by Hodgkin would be direct confirmation of the error of Rushton's explanation, and of the correctness of our assumptions that the decisive factor in the onset of excitation is the energy of the stimulating current and not the amount of electricity.

In view of the fundamental importance of this question, similar experiments were designed in our laboratory by Krolenko (1956), using isolated muscle fibers of the tetanic bundle m. ileofibularis of a frog. The whole length of the fiber was isolated. At one end of the fiber the shreds of neighboring fibers were thoroughly removed, so that its junction with the tendon, and part of the tendon itself, were thoroughly cleaned. Serfin* was attached to the tendon at this end of the fiber, by the aid of which the fiber was attached to a fixed silver hook; a silver weight of 1-1.5 mg was attached to the opposite end of the fiber.

The attached fiber was thus freely suspended in a chamber with flat-parallel glass walls (Figure 201, k) fixed by the moving-stage on a horizontally placed microscope (Figure 201, m). The fiber was illuminated by a source of light (Figure 201, o) and the image of the fiber end with the weight was thrown by the microscope onto the screen (Figure 201, s).

---

* [A certain synthetic substance.]
FIGURE 201. Diagram of apparatus for excitation and recording of contractions of an isolated muscle fiber of a frog (according to Krolenko, 1956)

m—microscope in horizontal position; k—chamber with flat-parallel walls mounted on the microscope turntable by the moving-stage; el—electrodes, on one of which the fiber was suspended; sup—support; o—illumination; s—screen.

The chamber was filled with Ringer's solution, on the surface of which a layer of vaseline oil was placed (Figure 202). The hook on which the fiber was hung served as one of the electrodes for stimulation of the fiber. The other electrode consisted of a silver wire immersed in Ringer's solution. The actual site of application was the tendon, while the cathode was the boundary between the water and vaseline oil. Thus, the value of the interelectrode distance was determined by the length of the muscle fiber segment immersed in vaseline oil. By the use of a micrometric screw, the chamber could be lifted and lowered while the fiber was suspended in a fixed position. In this manner, changes in the interelectrode distances were introduced with a precision of 0.25 mm.

Stimulation of the fiber was carried out by discharges of a condenser of 450 microfarad capacity with a 100 ohm shunt. The threshold was determined by contraction of the fiber, which was recorded visually by oscillation of the image of the weight on the screen (Figure 201, s).

Using the same fiber, the relationship between the threshold of excitability and interelectrode distance was studied at the following resistances, introduced in series—0, 1, 4 and 11 mg ohm. The results of the experiments were unequivocal. One of them is illustrated in Figure 203.
Comparing this figure with Figures 196, 197 and 198, B, it is easy to see that the same regularity is manifest in all cases. As in those figures, here too, with increase of the interelectrode distance the threshold voltage curve decreases at first, beginning to rise after having passed through a minimum. The position of the minimum in this case, too, depends on the value of external resistance \( r_3 \) introduced in series. The larger the resistance, the more the minimum shifts into the region of larger interelectrode distances. All these facts agree well with our theory of the decisive role of energy released by the stimulating current for the appearance of excitation. But this, also, completely excludes Rushton’s explanation based on short-circuiting of the current through the intercellular spaces.

FIGURE 203. Relationship between threshold voltage of an isolated muscle fiber of a frog, and the interelectrode distance, with different additional resistances \( r_3 \) in the circuit (according to Krolenko, 1956). The threshold at a distance of 0.5 mm between the electrodes is taken as 100%.

Discussion

In conclusion, we would like to put forward certain ideas in connection with the above data.

At the beginning of this chapter it was pointed out that usually in studies of nerve excitability, a sufficiently high external resistance is introduced into the circuit, so much exceeding the resistance of the nerve itself that its fluctuations should not greatly affect the intensity of the passing current. Such a measure is entirely in order and logical, if it is considered that only the intensity of the current determines the onset of excitation, as has indeed been accepted by the majority of investigators. We came to the conclusion that the decisive factor for the onset of excitation is not the intensity, but the energy released by the current, energy which should be stabilized and protected as far as possible from the effect of changes in the resistance of the nerve. Figure 197, A shows that for this purpose it is first necessary to introduce a high external resistance into the circuit (50-100 k ohm) and secondly, to increase the internal resistance \( r_4 \) to a sufficient extent, moving the electrodes a considerable distance apart (1-2 cm).

Figure 197, A, 7, and 198, C (lower curve) shows that under such conditions there is a region where the alterations in resistance of the nerve \( r_4 \) affect the value of the threshold voltage to a slight extent only. It is obvious that the most convenient distance between the electrodes in this respect will be such a distance at which a minimum excitation threshold is achieved. It has been shown that the minimum threshold of excitation will occur on moving the electrodes apart, when the internal resistance of the interelectrode nerve segment \( r_1 \) will be equal to the external resistance in the stimulating circuit \( r_2 \). By failing to apply the two precautions, an error may occur on determining excitability in those cases when during the experiments the resistance of the nerve is known to change; for example,
in estimating the effect of temperature on excitability, effect of insufficiency or excess of salts, etc.

The conclusion as to the decisive role of energy released by the current, and not of its intensity, in the onset of excitation, forces us also to revise the problem of quantitative evaluation of excitability. It is obvious that for this purpose it is not the reciprocal value of threshold voltage which should be used, as is usually done, but the square of this value; since by increasing the voltage so many times, the intensity of the current usually increases to the same extent, and consequently the energy $E$ at the same duration, increases to the second power. This may be of importance in those cases where an accurate quantitative evaluation of nerve excitability is essential, and not merely the establishment of the fact of its increase or decrease.

If our observations and conclusions are correct, there is a constant for the threshold energy of the current for one and the same time intervals. Within this interval, in order to obtain excitation, the intensity of the current may be changed at will at the expense of its voltage, and vice versa, as long as its threshold energy remains constant. It would seem that this law of constancy of threshold energy should also be valid when intensity of the current is increased, with a corresponding decrease of its duration*. Such a constancy of energy, as we have stated, was postulated by Nernst on the basis of purely theoretical considerations, connected with the laws of accumulation of ions on the surface of cells with passage of current. However, these requirements of the theory were not always confirmed in practice. It was indicated earlier that only for certain tissues at sufficiently short time intervals Nernst's equation ($E = i^2 t = \text{const}$) is experimentally confirmed (muscles and nerves of certain invertebrates, smooth muscles of the frog stomach, chloroplasts of Spirogyra, the leg of Vorticella, etc.). In the case of other tissues, for example, muscles and nerves of vertebrates, the formula of Hoorweg-Weiss is true, from which for short time intervals not a constancy of the threshold energy ($E$) but a constancy of the threshold amount of electricity—$Q = it = \text{constant}$, follows.

It has been shown (Cole, 1933, Colle, 1933, Nasonov and Rozental', 1953) that all cases of dependence of current intensity on time of action may be expressed by the empirical formula $i = \frac{a}{tn^m} = b$, where $n$ may acquire values from 1 (Hoorweg, Weiss) to 0.5 (Nernst).

What then is the law on which the action of electric current on a tissue is based?

As already mentioned, our data lead us to the conclusion that within the same time intervals the threshold energy has a constant value. This

* Let us remember that the energy of electric current $E = vit$, or $E = i^2Rt$. 

---

FIGURE 204. Logarithmic voltage-time curve of (a) an autumn frog nerve and (b) excitability curve calculated according to the formula $b = \frac{1}{i^2t}$ for all the points of this curve (according to Nasonov, 1955)

$\text{Chr}$—chronaxy.
conclusion (for currents of the same duration) fully agrees with Nernst's theory. For different time intervals the threshold energy, it seems, should also be constant. However, this may take place only under one essential condition—that the excitability of the fiber does not depend on the duration of passage of the current or on its intensity. In any case, in relation to constant current it is known that during a sufficiently long passage of the current, the excitability of the nerve starts to drop (cathodic depression of Verigo); consequently, this condition is not observed.

We had the opportunity to determine nerve excitability at threshold current of different durations. As just stated, the true excitability of the nerve should be determined by a value reciprocal to the threshold energy. Taking as an example the experimentally obtained intensity-time curve of a frog nerve (Figure 204, a), for each point of it we shall calculate the excitability of the nerve according to the formula

\[ E = \frac{1}{i^2 R} \]

where \( E \) is excitability, \( i \) — threshold intensity, \( t \) — time of action and \( R \) — resistance, a constant value under the given conditions. Hoorweg pointed out that the threshold energy of a frog nerve on diminishing the time of passage of the current and increase in its intensity has a minimal point. Accordingly, nerve excitability calculated from the threshold energy of the stimulating current passes through a maximum, as can be seen in Figure 204, b. This maximum of excitability corresponds to a region of time-intervals close in value to the duration of the rising part of excitation wave of the frog nerve*.

region both the time of action and the intensity of the stimulating current are adequate for the intensity and duration of the current of action of this nerve**.

On the above basis it may be assumed that all the known cases of action of electric current on tissue are based on the law of constancy of threshold energy of Nernst: \( i^2 t = \) const. Deviations from this rule are due to the fact that nerve excitability does not remain constant at different durations of current, but may pass through a maximum in the region of time intervals closest to physiological ones.

* It can be shown that the maximum of excitability, and consequently the minimum of threshold energy, coincides with chronaxy in case the tissue under study obeys the formula of Hoorweg: \( i = \frac{a}{t} + b \). If in Hoorweg's formula, as it often happens, \( t \) has an exponent \( n < 1 \) the minimum energy does not coincide with chronaxy.

** In the case of tissues which obey the formula of Nernst \( i = \frac{a}{10^b} \) there is no maximum of excitability. With increase in time of action of the current, excitability merely decreases. In the previous chapter (p. 285) it has been pointed out that this fact may be the reason for the seemingly paradoxical possibility that on testing with sufficiently short impulses of current, striated muscles may be less sensitive and "slower" (using Lapicque's terminology) than smooth muscles.
Chapter 2. Electrotonus and Accommodation

Electrotonus of Pflügler

Current physiological textbooks often contain two contradictory and mutually exclusive statements, which may at the same time not appear to be irreconcilable.

These are (1) Pflügler's electrotonus and (2) so-called accommodation, a well-known phenomenon, recently given a detailed theoretical basis by Hill (1935, 1936). According to the first, immediately after passage of a constant current through a nerve, the excitability of the nerve increases at the cathode. According to the second, accommodation of the nerve to the action of constant current consists in the fact that, immediately after passage of constant current, excitability of the nerve at the cathode progressively diminishes.

Hill repeatedly indicated this contradiction, but did not offer any satisfactory solution. In his 1935 paper he writes (p. 119): "Actually 'normal' accommodation is not the usual state of affairs. More often a decrease in threshold at the cathode takes place, as described by Pflüger. However, consideration of this fact would lead to an impossible complication of the equations. Since under certain conditions (for example, a frog nerve at a temperature of about 4°C), electric current only slightly affects excitability, we shall discuss only the case of 'normal accommodation'."

Later, in a paper published in 1936 he writes (p. 346): "Our discussions completely ignore the electrotonic changes of nerve excitability. Thus, experimental data will not tally with our formulas since electrotonic changes may occur during the experiment and distort the entire picture". It may be that electrotonic and accommodational changes at the cathode are entirely different phenomena, and that the former may be deficient or totally absent when the latter take place. It seems to us that these considerations of Hill may be regarded more as a refusal to discuss the contradiction rather than a serious solution of the problem. It is well known that under ordinary laboratory conditions both a typical Pflüger electrotonus and a typical Hill accommodation may simultaneously be observed in one and the same nerve. This will be demonstrated by a number of specific examples. At the same time, nerve excitability at the cathode cannot both increase and decrease simultaneously, therefore other solutions must be sought to explain this phenomenon.

It is of interest that a complete and, in our opinion, exhaustive solution of this contradiction was given almost 70 years ago in the remarkable study of the Russian physiologist Verigo (1888). Unfortunately, his work remained unnoticed and unrecognized by his contemporaries, probably because of the high authority of Pflüger, whose postulates he attacked. Only recently, thanks to the papers published by Averbakh (1948), Khodorov (1950a-1950d) and Ushakov et al. (1953), the studies by Verigo again drew the attention of physiologists.

According to one of the basic concepts of contemporary physiology formulated by Pflüger (1859), when a constant current is passed through a conducting fiber, the excitability of the latter increases in the region of contact with the cathode, and decreases in the region of the anode. When the current is discontinued the position is instantaneously reversed. The phenomenon is detected by applying the exploring electrodes in the immediate vicinity of the polarizing electrodes.
These phenomena, called "physiological electrotonus" were, and still are, especially important in understanding the formation of a moving wave of excitation at the cathode. According to Pflüger, excitation should appear as a result of increasing excitability of the fiber.

Pflüger was of the opinion that electrotonic changes in excitability arise from far-reaching molecular changes in the protoplasm of nerve and muscle fibers. It was also known that on passage of current, electric potentials of the same sign as those on the electrodes appear in the regions of the nerve surface in the vicinity of the electrodes. Pflüger called these potentials physical electrotonus, and he thought that they were a result of those molecular rearrangements in the protoplasm which cause changes in excitability.

Somewhat later (1883), Verigo observed that increased excitability at the cathode began to decrease following prolonged passage of current. This he called "cathodic depression". The term became firmly established and physiologists, in referring to Verigo's studies, usually regard it as a secondary phenomenon replacing the initial increase in excitability at the cathode.

Verigo's Concept of Pflüger's Electrotonus

Continuing his studies on electrotonus, Verigo (1888) substantially modified his original concept of cathodic depression; he also critically analyzed Pflüger's theories.

The reason for Verigo's change of opinion was the work of Hermann (1874, 1886) in which the latter revised the older ideas of DuBois-Reymond and Pflüger on physical electrotonus. This is what Verigo himself wrote on the subject (1888, p. 6): "Since Pflüger's book appeared, Hermann in a series of brilliant studies developed a new theory of galvanic phenomena of electrotonus. This changed our ideas of electrotonic current, and therefore our concept of the nature of physiological electrotonus. Guided by this theory we should recognize that electrotonic currents are only branches of polarizing current which, thanks to special purely physical conditions, spread into the extrapolar space far beyond the limits of the polarized sector. Thus, the basis of galvanic phenomena of electrotonus is purely physical. This being so, it is natural that the same conditions may also cause the Pflüger phenomena, and that these phenomena depend on branches of polarizing current which may penetrate the whole sector of the nerve in which they are observed".

Indeed, if it is accepted that current enters the nerve fiber not only immediately beneath the electrodes, as Pflüger thought, but also at a certain distance from them, then determination of excitability by the use of testing electrodes must take into account the fact that loops of polarizing current strengthen the force lines of the testing current, and distort the true evaluation of nerve excitability in the vicinity of the electrodes. Obviously in such a case, a current of smaller intensity is sufficient in the vicinity of the cathode to reach the excitability threshold, since it would be superimposed on the loops of the polarizing current. But at the anode these loops will weaken the testing current, since they have an opposite direction. As a result, a false impression is given of increased
excitability at the cathode and its decrease at the anode. It is amazing that such a simple thought did not occur to anyphysiologist except Verigo!

On the basis of these quite reasonable conclusions, Verigo assumed that the real changes in excitability at the poles of constant current are completely opposite to those suggested by Pflüger. Verigo thought that immediately after the introduction of the current, excitability began to decrease at the cathode and increase at the anode. However, when excitability is determined in the vicinity of the polarizing electrodes, these changes are distorted by the presence of current loops spreading far beyond the limits of the area of direct contact with the electrodes. And only with time, when the excitability threshold determined at the cathode becomes higher than the initial one, does cathodic depression occur.

According to Verigo, the real changes in excitability at the poles are observed only on rapid discontinuation of the current; in this case, excitability at the cathode decreases while that at the anode increases.

Verigo arrived at these simple conclusions while studying excitability during interrupted current. He found that the effect of such a current depended not only on the duration of the impulses, but also on the duration of the intervals between them. It was found that only when the intervals were sufficiently long was tetanic muscle contraction obtained in response to any stimulation. However, when the intervals were too short, only a single muscle contraction occurred at the first instant of stimulation. The effect was the same as on stimulation by constant current. Verigo's explanation was based on the assumption that all excitations, even those caused by short current impulses, cause a decrease in excitability at the cathode, which gradually returned to normal on discontinuation of the current.

At present, this assumption no longer seems paradoxical, since it is known that each excitation is accompanied by refractivity, i.e., by decrease in excitability. If the interval between the impulses was so short that lowered excitability (refractivity) did not have time to return to its initial values, and the new current pulse was subthreshold in intensity, then only the first impulse could cause a stimulus and a single contraction of the muscle. All subsequent electrical stimulations were subthreshold and did not cause a response reaction in the muscle. However, if the intervals between stimulations were prolonged to such an extent that the lowered nerve excitability had time to return to its initial level, the nerve responded to each stimulation, and the muscle developed tetanic contraction.

These experiments led Verigo to the conclusion that cathodic depression, or the decreased excitability at the cathode* appears immediately after closing the circuit of the constant current. However, the phenomenon is barely seen when excitability is investigated by placing the testing electrodes in the vicinity of the polarizing ones, because the current loops spread to a considerable distance from the latter.

Verigo illustrated his ideas by a diagram, as illustrated in Figure 205. Here the line oo illustrates the case of a nerve to which the cathode of polarizing current is applied at point b. The anode is located somewhere to the right outside the drawing. The curve ab'c'd'e'f'g' shows the distribution of catelectrotonus at various points of the nerve, in both directions from the site of application of the cathode (d). The current leaves the nerve not only immediately at the site of contact with the electrode,

* In contemporary terminology—refractivity of the arising excitation.
but also at some distance from the latter, the intensity of the outgoing current diminishing with increase in the distance from the electrode (dd', cc', bb').

Figure 205 illustrates a case in which the polarizing current is below threshold and therefore cannot cause an excitation wave. Let us imagine that immediately after closing the circuit of the polarizing current we start to determine excitability by the ordinary method, at various distances from the electrode. If this check will be performed at a sufficient distance from the electrode, at point a the threshold value will be determined by the segment aa" which equals the normal threshold of the nerve. However, if we determine the threshold closer to the electrode at point b, a weaker current equal to bb" will be required to reach the threshold current intensity, since this current will be augmented by the loop of polarizing current present in this area, equal in intensity to the segment bb'.

In classical experiments on electrotonus this loop is not taken into account, and therefore the decreased threshold is considered by the investigator to be a result of increased excitability at the cathode. That is the result obtained immediately after closing the circuit of the polarizing current. According to the data of Verigo, progressive decrease in excitability at the cathode immediately begins. As a result, the excitability of the nerve (bb") begins to increase and therefore the addition (bb") to the current loop (bb') which is usually accepted as the true threshold of the nerve in electrotonus, will also begin to increase. When this value exceeds the initial threshold of the nerve (aa"), cathodic depression will set in.

Accordingly, Verigo also discussed the phenomena taking place at the anode of direct current, explaining them in a similar way. In his opinion, the excitability of the nerve actually increases at the anode, but initially the wrong impression is created that a decrease in excitability occurs because the loops of the polarizing current lower the intensity of the testing current.

In the light of Verigo's views, the alteration of electrotonic changes at the break of the current which was described by Pfldger receives a well-founded explanation. According to Pfldger, this phenomenon consists of: (1) the instantaneous decrease (at the cathode) or (2) increase (at the anode) of the excitability of the nerve which had been increased following the break of the current. After the lapse of a certain period of time, the excitability returns to its initial level. The instantaneous nature of the mentioned reversible transformations was most puzzling. Such an incredible rapidity of this process was stranger still because the subsequent restoration of excitability was comparatively slow. In the opinion of Verigo, a simple solution to this problem is that, at the break of the current, no instantaneous
transformations in the protoplasm of the nerve tissue occurs, but merely an instantaneous disappearance of current loops takes place. This creates a false impression of increased excitability at the cathode, while in reality an increasing depression took place.

By breaking the current we at once removed the current loops, i.e., the source of the errors which distorted the true picture. We immediately observed the excitability changes which really take place in the nerve under the influence of constant current, namely, decreased excitability at the cathode and increased excitability at the anode. The latter does not take place instantaneously, but after a known, measurable time interval, during which metabolic processes essential for repair of the decreased excitability have had ample time to terminate.

The Theory of Verigo and So-called Accommodation

Further on in his remarkable study, Verigo showed how it is possible, by application of his theory, to explain why the excitability threshold of a nerve is higher in the case of a slowly increasing current than with a rapid increase. Dubois-Reymond explained this by the fact that the onset of nerve excitation is not dependent on the intensity of the current but on its fluctuations.

According to Verigo, slowly increasing current cannot cause excitation, because immediately after closing the current circuit, the excitability threshold of the nerve at the cathode begins to increase, this increase being able to take place more rapidly than the increase in current intensity. In that case, if the rate of increase of the current exceeds the rate of the decrease in cathodic excitability, excitation should arise and its threshold should be higher, if the steepness of increase of the stimulating current is smaller. This concept is illustrated in Figure 206. Time is plotted on the abscissa, and intensity of stimulating current on the ordinate. The line OBB illustrates the development of instantaneously increasing current. Under such conditions, the segment OB corresponds to excitability threshold. However, according to Verigo’s data, from the first moment of closing the current circuit the excitability threshold begins to increase steeply along the line BkD (increase in cathodic depression). The diagram shows that only in the first moments will the current OBB have above-threshold value. From the moment k, the current becomes subthreshold, and can therefore not cause excitation in the nerve. For this reason, excitation appears only at the instant of closing the constant current circuit.

The line OE (Figure 206) illustrates a current which increases gradually and in linear fashion. Here, as in the previous case, the threshold begins to increase from the first moment of closing the current circuit (increase in cathodic depression). But due to the fact that the current increases gradually (OE), and the rise in threshold (BF) is slower than in the case of rapid closure of the current circuit (BD), no excitation arises because the increasing current cannot reach the level of excitability threshold of the nerve which increases the distance between them. In the case of a steeper increase in the current, the latter may reach threshold value. In this case, excitation arises, but its threshold is higher than in the case of instantaneously increasing current.
FIGURE 206. Diagram illustrating the role of the steepness factor in increase of current causing excitation (according to Verigo, 1888)

OEkd—increase in excitability threshold of the nerve in the case of instantaneously increasing current OCC; OB—increase in excitability threshold of the nerve in case of linear increase of current OE; OB—threshold excitation of normal nerve.

On this basis Verigo's conclusions were contrary to the generally accepted ideas of DuBois-Reymond, according to which constant electric current does not in itself cause excitation. Excitation supposedly appears due to changes in current intensity, while according to Verigo, "galvanic current in the sphere of its catelectrotonus possesses a constant excitatory capacity of the same value at the moment of closing the circuit, as at the time of passage in the nerve with unchanged intensity". And if there is no excitation, or when the threshold of excitation increases upon "creeping in" of the current, this may be explained by "the capacity of catelectrotonus to lower excitability, starting from the first moments of polarization".

Thus, according to Verigo, from the very onset of nerve excitation there is a decrease in its excitability. How can this phenomenon be defined?

It is known that when an excitation wave passes along the nerve fiber, the excitability of the latter at first decreases and later disappears entirely. This phenomenon was named "refractivity of the excited segment". In the previous chapters of this book we repeatedly indicated that refractivity accompanies excitation states of all types—propagating as well as local. This is entirely logical, since no tissue can be infinitely excited, and each excitation has its own limits. Consequently, if a tissue is already excited, its excitability should decrease, i.e., refractivity should set in, a point which was previously discussed in detail. It is also known that electric current acts as an irritant in propagating excitation. It follows from this that refractivity which appears in the case of an excitation wave, and cathodic depression observed by Verigo after the action of constant electric current on the nerve, are similar phenomena.

The ideas developed by Verigo in his book published in 1888 may be considered as a general theory regarding the basic phenomena of nerve excitability. This theory was in sharp conflict with the ideas of the greatest authorities in physiology at that time, namely, Pflüger and DuBois-Reymond.

This probably explains why Verigo's work remained entirely unnoticed and unappreciated by his contemporaries. Only now are physiologists beginning to arrive at those conclusions reached by him 70 years ago.

The first to point this out was Averbakh (1948), who has shown that Verigo's explanation of the phenomenon of "creeping in" of gradually increasing electric current is in fact an anticipation of Hill's famous theory of accommodation (1935, 1936). Figure 207 illustrates Hill's explanations of this phenomena. Line V designates increase in potential arising at the surface of the nerve on passage of current, line U being the increase in excitation threshold of the same nerve. \( U_0 \) is the threshold in the case of instantaneously arising current. If the current increases gradually until
it reaches the threshold, the latter has time to increase in comparison with $U_0$ (Figure 207, D). The less steep the increase in current is, the higher the threshold of excitation (Figure 207, C). Finally, at a certain limit slope of current increase, curves $V$ and $U$ will not intersect at all, and consequently no excitation will ensue (Figure 207, B, A).

As seen from the above, both Hill (1935) and Verigo (1888) started from the assumptions that (1) excitability threshold of the nerve starts to increase at the cathode as soon as a constant current is passed, and (2) that the increase in current and threshold do not take place according to the same law, which may result in intersection of these two curves. It is amazing that even the diagrams given by the two authors are very similar (compare Figures 206 and 207, B, A). However, Hill did not refer to the work of Verigo carried out almost half a century earlier.

There are, however, differences between the viewpoints of the two authors. The most important refer to the interrelationships between so-called accommodation and Pflüger's electrotonus. We have already said that Hill was not able to explain the contradiction between "the accommodation increase in threshold at the cathode" and "electrotonic decrease in threshold at the cathode" with passage of current. In order to extricate himself from this situation, he assumed that these are two different phenomena not occurring simultaneously. It will be seen later that this assumption was wrong. As far as Verigo is concerned, this contradiction was nonexistent, since according to his theory, excitability does not increase at the cathode attached to a nerve, as Pflüger thought, but decreases. According to Verigo, "cathodic depression", "accommodation", "catelectrotonus" and "refractivity" are all similar phenomena.

In this respect the term "accommodation" may be elaborated. We have already pointed out that (p. 327) this term was introduced by Nernst to explain the independence of excitability threshold and the time of action of adequate current impulses. It was assumed that on prolonged action of the current the nerve becomes somehow adapted (accommodated) to the stimulus, and therefore a large dose of current is necessary in order to produce a response reaction. It is self-evident that "cathodic depression" of Verigo, or the "refractory phase" have nothing whatsoever to do with any adaptation.

However, many physiologists, and especially members of the medical profession, understand accommodation literally, as a manifestation of a special property of the nerve to adapt itself to surrounding conditions. This partially explains the great popularity gained by this method for diagnostic purposes.

A number of authors (Erlanger and Blair, 1931; Blair and Erlanger, 1936; Granit and Scoglund, 1943; Scoglund, 1945) also indirectly concluded that similar phenomena form the basis of accommodation and cathodic depression. However, none of these authors formulated this idea as lucidly and as completely as Verigo.
Studies Confirming Verigo's Theory

Verigo's theory has recently been checked and fully confirmed by Khodorov (1949, 1950a-1950e, 1951) on the basis of more refined modern physiological methods.

Verigo reached his conclusions which contradict the data of Pflüger on changes in nerve excitability at the poles of a constant current; this was mainly based on studies of the action of interrupted current on the nerve. Therefore, Verigo's proofs were to some extent indirect. Khodorov aimed at studying the change of nerve excitability directly, in the area of attachment of the electrodes, and thus confirmed directly the theory of Verigo.

For this purpose he used a modified Verigo apparatus, making it possible to polarize and stimulate the nerve by the same electrodes by using current of the same form (Figure 208).

The apparatus consisted of two circuits: polarizing circuit (left) and stimulating circuit (right), connected with each other in series by the method of Verigo (1888). The current intensity in each circuit was regulated by moving the indicator of the potentiometer (a or b). Since the resistance of the rheochord string was weak, the current intensity of one circuit was not affected by moving the indicator of the other. The direction of the current in the polarizing circuit was regulated by a 6-way switch (c). The direction of the testing current was always downward. Closing the circuit of the testing and polarizing currents was performed by turning on the switches (k1 and k2) by hand (if excitability was determined with protracted intervals of polarization), or by breaking switches of the Helmholtz pendulum (d1 and d2), if the thresholds were measured with short intervals of polarization (from 10 to 60 msec).

In order to counteract the effect of changes in resistance of the nerve during polarization, Lapicque's shunt was included.

By this means changes in excitability of the nerve under the influence of constant current could be investigated directly under the cathode. One such experiment is illustrated in Figure 209. At first the excitability threshold was determined with instantaneously increasing current (V₀, rheobase). Later, constant (polarizing) current of subthreshold intensity (Vₙ) was introduced, and the additional voltage (ΔV) necessary to reach the threshold value at various time intervals after connecting the polarizing current was determined. It is self-evident that at the moment of switching-on the current, the addition ΔV was equal to the difference between V₀ and Vₙ (ΔV + Vₙ = V₀). Later, in the first 1½ msec, according to Khodorov, the value of the addition ΔV remained the same. Therefore the excitability threshold or the excitability of the nerve did not change. However, after 2 msec, as seen from Figure 209, in order to obtain excitation it was not
ΔV that had to be added to the polarizing current (V_n) but a higher value, ΔV_1. Therefore, the threshold excitation increased while nerve excitability decreased. Figure 209 shows that with each msec the threshold value increased, this increase being faster initially, slowing down later.

From these easily reproducible experiments, it follows beyond any doubt that Verigo was correct in assuming that decreased excitability at the cathode (cathodic depression) begins from the first msec and that no Pfüger increase in excitability at the cathode takes place. In terms of Pfüger’s theory excitability was measured not by the value of the total current passed through the nerve (V_n + ΔV), but by the value of the addition to the polarizing current (ΔV), as he himself did. As seen from Figure 209, this addition (ΔV) is indeed smaller than the initial threshold (V_0). From this it may be concluded that excitability increased at the cathode. However, the error of this assumption in the experiment suggested by Khodorov is quite obvious.

That excitability only decreases at the cathode from the first msec can be seen in experiments where the polarizing current was broken rapidly. One such experiment carried out by Khodorov is illustrated in Figure 210.

Pfüger’s viewpoint is somewhat different. After closing the circuit of constant current (V_n), the magnitude of the latter is no longer included in the evaluation of excitability, and the threshold is determined only from the testing voltage ΔV, which must be added to V_n in order to reach the threshold. Since the value of ΔV is smaller than the initial threshold V_0, a state of increased excitability exists. Immediately after breaking the polarizing current, a voltage V is necessary in order to obtain excitation, and since V is larger than ΔV_10 the increase in excitability is instantaneously transformed into lowered excitability, later slowly returning to the initial value.

The error of this opinion is obvious. Besides, it is quite improbable that molecular rearrangement from increased to decreased excitability occurs in the nerve immediately after breaking the current. It is also difficult to understand why the threshold of this new lowered excitability (V) is always equal initially to the sum of the value of the previous threshold (ΔV_10) and the value of the polarizing current (V_n). As can be easily seen

FIGURE 209. Change of cathode excitability thresholds during the first msec of polarization of the nerve (according to Khodorov, 1950e)

V —threshold the case of instantaneous closing of the circuit; V_n —value of polarizing current; ΔV, ΔV_1, ΔV_2, ..., ΔV_7 —additions of testing and polarizing current necessary to induce excitation after various time intervals.

After closing the circuit, the thresholds begin to increase, reaching a value of V_n + V_10 after 8 msec. Immediately after breaking the polarizing current the excitability threshold (V) remains initially as before (V = ΔV_10 + V_n) and later begins to drop, returning to the initial value (V_0) within several msec. This is the true picture of altered cathodic excitability on making and breaking the constant current circuit.
from Figure 210, in reality no instantaneous shift in excitability takes place. The threshold increases upon passage of current \( V = AV + V_n \), and gradually returns within several msec to the initial value.

Figure 211 shows the effect of temperature on the speed of this return to the initial value. After 10 msec, at a temperature of 2°C, the threshold reaches only 150% of the initial value, at 18°C—125% and at 29°C (within the same time period)—the threshold drops to such an extent that it remains 10% below the initial value. This distinct dependence on temperature indicates that the processes of repair, returning the excitability threshold of the nerve which increased at the cathode to its initial value, are first of all determined by the speed of metabolic reactions.

Later the change in nerve excitability at the anode of constant current was investigated, using the method of Khodorov. The results of one such experiment are illustrated in Figure 212. At first the initial threshold of the nerve—\( V_0 \) (rheobase) was determined. The voltage of the polarizing current \( V_n \) was plotted on the graph below the central line, since its sign was opposite to that of the voltage of the testing current. After closing the circuit, the excitability threshold of the polarized nerve was determined at various moments after zero time. Immediately after closing the circuit a voltage of \( AV \) was necessary to reach the threshold. However, in view of the fact that a voltage of an opposite sign equal to \( V_n \) was already applied to the nerve, the actual voltage was \( AV - V_n \). As seen from the figure, this value equals the initial threshold of the nerve \( V_0 \). Consequently, immediately after closing the circuit there was no change in nerve excitability.

Usually the value of the polarizing current is not taken into account, and excitability is determined by the total value of the added voltage \( AV \), not subtracting from it the voltage \( V_n \). In that case the conclusion is that immediately after closing the current, circuit excitability decreases at the anode, since \( AV > V_n \). According to Khodorov, the threshold of the nerve at the anode does not change for the first 3 msec \( (AV = AV_0) \), beginning to decrease later \( (AV_1 > AV_2 > AV_3 > AV_4 \ldots) \). In other words, excitability at the anode, starting from the second msec, increases progressively, contrary to Pflüger's law.

Figure 213 shows the results of an experiment in which we investigated the change of nerve excitability at the anode after breaking the circuit of constant current. After closing the current circuit the true thresholds of excitability of the nerve decreased \( (AV_1 - V_n) > (AV_2 - V_n) > (AV_3 - V_n) \ldots \) Immediately after breaking the current circuit, the values of these thresholds remained the same, but further on, they began to increase, reaching the initial value after several msec. These data contradict all previously known facts. According to Pflüger's theory of electrotonus, on closing the circuit of the current, the excitability thresholds of the nerve at the anode increase,
while on breaking the circuit the lowered nerve excitability immediately changes to an increased excitability. The source of error of this statement is the same as in the case of the cathodic changes of excitability, and is due to the fact that the investigators did not take into account the voltage of the polarizing current which must be subtracted from the total voltage of the testing current. If this is done, no reversion of excitability on breaking the current circuit is observed.

The studies of Khodorov were repeated in our laboratory by Ushakov, Averbakh, Suzdal'skaya, Troshin and Cherepanova (1953) and were basically confirmed.

**FIGURE 211.** Effect of temperature on speed of restoration of the threshold of nerve excitability at the cathode, after breaking the polarizing current ("post cathodic depression") (according to Khodorov, 1950c).

The voltage of the polarizing current was 90% of the rheobase value. The duration of polarization was 1 sec. Time after breaking the current is shown on the abscissa. The values of the thresholds, expressed as multiples of the rheobase, are shown on the ordinate.

**FIGURE 212.** Changes in excitability thresholds at the anode during polarization of the nerve (according to Khodorov, 1950c).

\[ V_n = 50\% \text{ rheobase}, \Delta V, \Delta V_1, \Delta V_2, \Delta V_3, \Delta V_4, \Delta V_5, \Delta V_6 \text{- thresholds measured directly:} \]

\[ \Delta V - V_n, \Delta V_1 - V_n, \Delta V_2 - V_n, \Delta V_3 - V_n, \Delta V_4 - V_n, \Delta V_5 - V_n, \Delta V_6 - V_n \text{ - are the true excitability thresholds.} \]

The remaining legend as in Figure 209.

Figure 214 shows the curve of increase in excitability thresholds at the cathode, as obtained by us, very similar to that obtained by Khodorov. It differs only in that it shows no latent period within the first 2 msec (not observed by the authors), but described by Khodorov. In experiments carried out by these authors, the thresholds began to increase immediately after closing the current circuit. The same was true at the anode (Figure 215). These results were very similar to those obtained by Khodorov, but here, too, there was no latent period. This is the single detail of Khodorov's
work which Ushakov and co-workers were not able to confirm. In addition, these authors observed that when weak polarizing current, not exceeding 5-10% of the rheobase, was applied to frogs kept in the cold, the nerve excitability at the cathode might increase somewhat during the first msec (about 10%). When a stronger polarizing current was used (50%) this increase was entirely absent.

Khodorov has shown by a number of convincing experiments (1950b-1950d) that Hill's assumptions were wrong. He determined the curve of the true catelectrotonic changes in the excitability thresholds, and the curve of speed of accommodation for the same nerve almost simultaneously, and through the same electrodes by the generally accepted method. He compared these curves with each other. Figure 216 shows the changes of both these values with the temperature fluctuating between 17 and 28°C. As can be seen, the two curves are detailed reproductions of each other. Figure 217 shows the comparison between the changes of these two indexes of the nerve under different circumstances*. Here, also, the two curves bear a striking resemblance to each other. This is seen not only from the fact that they decrease simultaneously at the beginning and then rise, reflecting the biphasicity of the effect of the excitants, but also from the fact that they both repeat the small changes evidently due to chance (for example, a small plateau in the upper right part of the curve in Figure 217, A). There is no doubt that the two curves reflect changes of the same property of the nerve fiber.

The new data given by Khodorov and by Ushakov and co-authors confirming Verigo's hypotheses are so convincing that they cannot be ignored. These data have so far found no recognition in scientific literature. The point in question is a revision of the basic laws of electrophysiology as stated by Pflüger, laws on the basis of which various wide theoretical generalizations were made. The revision of Pflüger's laws will necessarily lead to the revision of a number of associated concepts.

Table 72 illustrates the classical hypotheses which should be reviewed on the basis of Verigo's theory, confirmed by Khodorov, Ushakov et al.

* The data of Khodorov on the effect of CaCl₂ on the nerve differ somewhat from those of Hill (1935, 1936) and Solandt (1936a, 1936b). The English authors described only an increase of $1/λ$, while according to Khodorov's data this stage was preceded by a decrease of $1/λ$. A sharp increase of this value, without prior decrease, was observed by Khodorov only in frogs kept at a low temperature.
FIGURE 214. Change in excitability threshold of the nerve at the cathode following the action of polarizing current corresponding to 60% of the rheobase. The initial rheobase is taken as 100% (according to Ushakov and others, 1953).

FIGURE 215. Change in excitability threshold of the nerve at the anode following the action of a polarizing current corresponding to 60% of the rheobase. The initial rheobase is taken as 100% (according to Ushakov and others, 1953).

Origin of Spreading Excitation

It has been mentioned above that the great interest always shown by physiologists in the theory of electrotomus was due to the fact that this theory dealt not only with changes in nerve excitability at the poles of constant electric current, but also gave a satisfactory explanation, at first sight, of the appearance of excitation at the cathode. It was assumed that excitation arises as a result of increased excitability of the fiber. However, according to Verigo, there is no increase in excitability at the cathode. On the contrary, the cathode is characterized by decreased excitability. We fully agree with this concept.

Why then does a wave of excitation originate, after all, at the cathode?

The answer to this question follows from all that was said in the chapter on spreading excitation. It was indicated there that we accepted the theory of "small currents" of Hermann as a basis of the concept of spreading excitation. According to this theory, an excitation moving without decrement should appear when at each point of the conducting fiber a sufficiently sharp border has formed between the excited electronegative surface of the fiber and the adjacent nonexcited, positively charged segment.
Table 72

Comparison of Pflüger's basic concepts of electrotonus, and those arising from Verigo's theory

Hypotheses accepted in contemporary physiology

There is an initial increase in nerve excitability at the cathode of constant current.
Nerve excitability decreases at the anode of constant current.
On breaking a constant current, the increased nerve excitability at the cathode is instantaneously transformed into lowered excitability. The lowered excitability at the anode is transformed into increased excitability. Following this the changed excitabilities gradually return to normal.
Increase in excitability at the cathode, refractivity, and accommodation, are different phenomena.

Changes introduced by Verigo

Nerve excitability decreases immediately at the cathode of constant current*.
Nerve excitability increases at the anode of constant current.
On breaking a constant current, the increased excitability at the anode and the decreased excitability at the cathode initially remain unchanged. Later the excitabilities at both poles gradually return to normal.
Decrease in excitability at the cathode, refractivity, and accommodation, are similar phenomena.

* A small and brief increase may be observed only with very weak polarizing currents in the cold.

FIGURE 217. Comparison of speed of accommodation (1/λ), and speed of cathodic depression (CET), in the process of alteration of the nerve (according to Khodorov, 1950c)

A—1.24% M solution of CaCl₂; B—0.5% Na moniodoacetate; C—1/500 M solution of cyanide. Onset of alteration is designated by an arrow. Values of 1/λ and CET before the beginning of nerve alteration are taken as 100%.
Consequently, one of the conditions for appearance of a single spreading impulse is a sufficiently strong, local, separated reaction from an irritant (mechanical, electrical, chemical, etc.). It can be shown that as a rule only one impulse may emerge from such a sharply delineated excited zone. Indeed, let us assume that such an electro-negative zone (Figure 218, A) was created by the action of a certain constant stimulus. (cathode of direct current, pressure, etc.). Let us assume that the difference between the potentials of the altered (shaded on the drawing) and intact zones is so great, that conditions were created for nondecremental conduction, and that the whole fiber was engulfed by an excitation wave (Figure 218, B). Later, repair of the excited fiber begins, but conditions for restoration are not uniform. Away from the site of action of the constant stimulus these conditions are favorable, and restoration will reach completion. As far as the region adjacent to the site of the constant stimulus (Figure 218, C) is concerned, restoration will invariably be made difficult by the resultant current of action. The effect of this current will be greater, the closer it is to the border of the alteration. As a result, the previous sharp border between the altered and restored part of the fiber will no longer be existent. There will always be a gradual transition between the area of constant action of the stimulus, and the non-stimulated part (Figure 218, C), due to which a secondary impulse will not arise.

The foregoing concerns the formation of single waves of stimulation. As has been shown in Part IV of this book, another cause of impulses may be increased excitability. However, in contrast to the previous case, it is rhythmic activity rather than a single impulse which occurs after a sufficient increase in excitability.

In the organism under natural conditions a series of consecutive excitation waves rather than single impulses originate in the centers and nerve endings, generally speaking. Thus, the main method of transporting impulses along nerve fibers should be considered to be a more or less prolonged rhythmic activity and not single impulses. Consequently, it may be assumed that the main mechanism of propagating impulses in the nervous system is a local increase in excitability, either somewhere in the nerve centers or in the nerve endings.

Very little is yet known regarding the factors which may raise excitability of nerve centers during normal function of the nervous system. As far as the nerve endings are concerned, some speculation is possible. It has already been mentioned that the reason for appearance of rhythmic impulses here may be the initial stage of action of the stimulus (described by Vvedenskii), leading to increased excitability. Needless to say, this requires further experimental confirmation.
CONCLUSIONS

At the beginning of this book we defined the term "cellular excitation" (p. 40).

This term denoted reversible changes in protoplasm due to changing external conditions. This stimulated various useful activities of the cell. Essentially the changes involved reversible alteration of cell proteins, similar in nature to denaturation.

By comparison with former definitions, the current approach is an attempt to introduce into the definition specific concepts of physicochemical changes in the living substrate, in addition to the ordinary functional attributes of cellular excitation. The proposed definition is therefore more exact, and integrates a group of phenomena related both in physicochemical nature, and in their phylogenetic origin.

The latter statement was supported by evidence that cellular excitation influenced the capacity of protoplasm to repair damage in the substrate, caused by changes in the environment. Without this property even the most primitive unicellular organism could not exist.

In this form of excitation the damage factor is also a stimulus, and the response reaction should be considered as a chain of transformations directed mainly towards the repair of the defect. Such reversible changes in protoplasm and the cell nucleus may be observed in any tissue at the site of application of the stimulus. These changes were denoted as local excitation (in contrast to excitation propagating (spreading) along a conducting fiber). The reversible changes in protoplasm (colloidal, sorptional and other changes) were studied in detail during local excitation, at the site of the stimulus. These changes were called paraneurosis.

The next stage in evolution of the excitation process should be considered as the capacity of the cell not only to repair the damage caused by the stimulus, but also to avoid it or protect itself against it. Other activities useful for the unicellular organism are associated with this capacity.

With the appearance of multicellular organisms and the evolution of the nervous system, a higher form of cell excitation emerged, i.e., excitation which propagated along conducting fibers.

This form of excitation was also shown to be based on reversible denaturation of protoplasmic proteins. There are reasons to believe that as a result of denaturation, certain substances are released which were bound to the proteins in the resting condition (for example, potassium, phosphates, creatine). It is highly probable that the mechanism of excitation initiating these or other biochemical processes is based on this release of substances.

The protein theory of excitation developed in this book, according to which alterations in the proteins of the entire mass of protoplasm form the
basis of excitation, is in contradiction to the membrane theory prevailing in contemporary physiology. This states that the appearance of cellular excitation and of bioelectric potentials are due to increased permeability of the protoplasmic surface membrane.

Investigation of cellular permeability led us to reject the theory of the so-called semipermeable boundary membranes controlling the entrance of different substances in the cell, the appearance of excitation, and bioelectric phenomena.

We concluded that the majority of phenomena associated with cellular permeability can be explained by the concept of protoplasm as a complex concervate system, the water of which is a poor solvent for the majority of substances and behaves like a nonaqueous phase in relation to the surrounding aqueous solution. The intracellular content of certain substances is higher than that of the surrounding medium since they are adsorbed onto micellular surfaces and are chemically bound. The reason for bioelectric phenomena is the transition of a part of the protoplasm electrolytes from the bound to the free state.

In the present book we have laid foundations for the concept that there is no fundamental difference between local excitation of the cell arising in the area of application of any stimulus, and excitation spreading along a conducting fiber. This idea was first expressed by Vvedenskii. It was the basis of his theory of parabiogenesis. The main arguments in its favor are the following:

1. The similarity between physicochemical changes in protoplasm in the case of local and spreading excitation (increased staining power, decreased dispersion of colloids, increased viscosity, etc.).
2. The similarity between biochemical reactions occurring during local and spreading excitation.
3. The development of, first relative, and later absolute refractivity (decreased electric excitability in the stimulated area), in local and in spreading excitation.
4. The tetanic contractions occurring in skeletal muscles, in the case of both local and spreading excitation.
5. Electronegativity accompanying both local and spreading excitation. In local excitation stable electronegativity is observed. According to the generally accepted theory of electric propagation of an impulse, the reason for excitation of each point of the conducting fiber is the electric current generated by the adjacent stimulated segment. Consequently, in the case of a spreading impulse, excitation of each segment of the fiber may be considered as a local effect caused by the cathodic current.

Objections have often been raised against classifying local reactions in conducting fibers, together with spreading impulses, on the grounds that the latter are basically different from the former, since they behave according to the so-called "all or none" law, while local reactions do not obey this law, and gradual relationships between the magnitude of excitation and that of the response effect are characteristically seen in their case.

Special attention is devoted to this problem in the present book. Detailed analysis of relationships between intensity of electric excitation and magnitude of electric response reaction led us to the formation of the theory of gradual excitation. According to this theory, there is no difference between the local reaction spreading with decrement, and the impulse moving without decrement. Those phenomena, which in the opinion of the majority
of physiologists obey the "all or none" law, are not related to the onset of an excitatory state, but with the characteristics of conduction of excitation.

The theory of gradual excitation enabled us to explain and elucidate certain phenomena still unknown to physiologists. These are associated with the appearance and spread of excitation, and the experimental proof of their existence. As an example of such a confirmation we cite the possibility of obtaining local potentials considerably greater in magnitude than those of the propagating peak, which spread with decrement until they reach the dimensions of the peak potentials (above-peak potentials).

The use of quantitative methods of investigating the changes in protoplasm after excitation compels us to discard the concept of the excited and resting conditions of the cells as two alternative terms. Instead, we acknowledge the existence of a continuous series of transition stages in protoplasm. These start from a level characterized by a high degree of normality of the proteins, high excitability and a more positive electric potential, and end with increasing disorders in these factors and in a state approaching death.

From the above it follows that the process of excitation of the cell consists of a transition of protoplasmic proteins from a higher level of activity to a lower one under the influence of the stimuli, and that this transition is in all probability a stimulus for a chain of biochemical transformations essential for various cellular activities and for the return of the protoplasm to its initial state.

If this is so, then excitation of the cell should be considered not as a state but rather as a cyclic process, due to which the protoplasm passes through a series of phases. Such a consecutive change of phases is observed during passage of a nerve impulse along a fiber, whereby the sum of changes as a whole was often called by us "a wave of excitation", thus emphasizing the cyclic nature of the entire process. The same is true for the development of the more primitive local excitation. Here, too, a cycle of events takes place, but does not terminate after a few thousandths of fractions of a second, as in the case of an impulse propagating along a fiber, but may continue for minutes or even hours.

Physiologists who have investigated various aspects of the nervous system have often used the term "blocking" as opposed to the term "excitation". In the physiology of the nervous system, as is well-known, the term "blocking" designates clearly defined and highly important phenomena. However, in terms of the elementary processes taking place in the cell, such a concept of two supposedly opposite states of the protoplasm is hardly justified. In the study of intracellular processes, we deal primarily with two phenomena, i.e., the level of protoplasm excitability and the process of excitation proper. The former may be higher or lower. Low excitability creates less favorable conditions for the conduction of excitation and may lead to a block in conduction. Increase in excitability, on the other hand, creates better conditions for conduction and may lead to rhythmic activity. Low excitability of the conducting fiber may certainly be defined as a...
"blocking" factor, but this condition should then be contrasted with high excitability, although not to the process of excitation itself*.

In our opinion, in the present state of knowledge of the physiology of the cell, the use of the term "blocking" as a state opposed to the term "excitation" is not rational. We think it more advisable to describe the level of excitability of protoplasm on the one hand, and the process of excitation which develops against a background of this level of excitability, on the other.

* In relation to the nervous system of the organism as a whole, physiologists often understand the term "excitation" as a state of increased excitability. By "blocking" they refer to processes causing a decrease in excitability. Such a concept of excitation in the nervous system as a whole does not tally with our definition of cellular elements. Other physiologists use the term "blocking" to mean conditions which according to us are one or other phase of the process of excitation. The question is therefore one of terminology. Blocking cannot be opposed to the process of excitation, since it corresponds only to some phases of this process.
The monograph "Local Reaction and Spreading Excitation" was completed by Dmitrii Nikolaevich Nasonov at the end of 1956.

The central problem which Nasonov studied during the last years of his life was that of the unity of local and spreading excitation. This resulted in the theory of gradual excitation. After the monograph was written, studies were carried out in his laboratory at his initiative, the results of which Nasonov thought extremely important for further experimental confirmation and substantiation of his theory. He proposed to include them in this book. Since Nasonov did not manage to do so, we think it necessary to present these studies in a brief form.

The S-shaped dependence between excitation and the local electric response reaction postulated by the theory of gradual excitation was first observed by Mozhaeva (1958a–1958c) in the sciatic nerve of the frog. Analysis of different segments of the curve expressing this dependence has shown that the S-shaped form obtained cannot be explained by statistical laws of summation of activity of the different fibers. The study of dependence of the magnitude of the local electric reaction on the intensity of excitation, within a large range of intensities, has shown that at high intensities of excitation the curve drops again after passing through a maximum. In this region increase of excitation no longer causes an increase in the reaction, but a decrease. Mozhaeva also showed that the curves of the local response may change their shape after the action of certain substances on the nerve.

Nasonov also thought it important to check the existence of gradual relationships in the separate conducting units, where the results would not be complicated by statistical laws. Studies on the isolated giant nerve fiber of the squid (Lev, Nikol’skii, Rozental’, Shapiro, 1958a, 1958b, 1959) and the isolated muscle fiber of a frog (Krolenko, 1958) were devoted to this purpose.

In the former case a complete S-shaped curve was obtained, expressing the gradual relationship between intensity of excitation and magnitude of the electric response reaction. The laws of spreading of impulse—spatial decrement of subthreshold excitation, and incremental spread of excitation arising from the suprathreshold intensities of excitation following the gradually forming relationships, were also confirmed. The dependence curve between excitation and response in the case of a freshly isolated fiber rises sharply, becoming less steep in the case of a fiber kept under observation for some time. This is accompanied by transition from a nondecremental conduction to conduction with decrement, as postulated by the theory of gradual excitation.
Similar changes in the response reaction after deterioration of the functional state were observed by Krolenko on an isolated tetanic muscle fiber of frog. A muscle fiber in an optimal functioning condition responds to a single electric excitation of varying intensity by practically the same amplitude of contraction waves. At the basis of this is the wave of excitation spreading along the entire fiber. After deterioration of the functional state due to various factors, the curve relating the magnitude of contraction to the intensity of excitation acquires a smooth S-form. The capacity for nondecremental conduction is lost.

Nasonov considered it necessary to conduct further experimental work on this theory. The laboratory of cell physiology at the Institute of Cytology of the Academy of Sciences of the USSR will continue to work in this direction.

D. L. Rozental'
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ACCOMMODATION 263, 336, 354, 355, 358, 360, 368
according to the ideas of Vergo 263, 361
as cathodic depression 263, 361
according to Nernst 355, 361
velocity of 264, 366
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ACCOMMODOMETRY 361
ACCOMMODOMETRY 361
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threshold of (during narcosis) 59, 61
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ADENOSINE triphosphoric acid 78, 79
ADENYLPYROPHOSPHATE 189
of nerve, during block 81
ADRENALIN, threshold concentration for contraction of fibrocytes 73
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of protoplasm 125, 129, 160, 163, 180
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for muscles, different substances 174
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ALBUMIN, serum 18, 24, 25
egg 18, 24
effect of, on the volume of muscles 115, 117
molecular weight of 118
ALCOHOL, isoamyl, effect on mouse pancreas 97
ALCOHOL, effect on mouse pancreas 97
narcosis, paranecrosis, stimulation of muscle 86
distribution between the simple coacervate and equilibrium fluid 169
ethyl, effect on mouse pancreas 97, 99
as a narcotic for the nerve 245, 255, 257
narcosis of muscles 60, 61
of the nerve 297
threshold concentration for cellular narcosis 61
---
* (See note to Author Index.)
negativity of the cell surface 180

CALCIUM, excretion by muscles into a medium devoid of calcium 157

arrest of the multiple response of the nerve to constant current, by 293

binding by protoplasm proteins 152

chloride, effect on the pancreas of the mouse 97

narcosis, paranecrosis and stimulation of muscles by 66

threshold concentration for the contraction of fibrocyes 73

CELL, yeast, permeability of 133

change in volume of 113, 172

as an osmometer 109, 111, 133, 144, 339

as an electric condenser 279, 333

of boundary tissues, secretory, or absorbing 177

vital staining of, during excitation, similarity to the histological preparation 13

permeability of, to nonelectrolytes 119, 159

of plants, nonvacuolated 110, 133

the osmotic pressure of the protoplasmic sap and

the vacuole sap 110

of plants, permeation of substances, into 110, 132

pH shift upon excitation 13

secretion, stimulation of 95, 97

from tissues of the internal environment of the organism 177

depth of, exit of potassium and phosphates 143

penetration of sodium and chlorites into 143

CELL COLOIDS, decrease in the degree of dispersion upon excitation 12

CESIUM CHLORIDE, narcosis, paranecrosis and stimulation of muscles 66

CILIA, movement of 224

CHLORALHYDRATE, narcosis, paranecrosis and stimulation of muscles 66

CHLORINE, distribution coefficient in muscles 161, 175

between the protoplasm and the medium 161

penetration into cells 12, 167

into muscles of the squid 177

muscle fibers 147, 158, 161

distribution between cells and medium 160

cell concentration in the gigantic nerve fibers of the Loligo 149

of nerve fibers 147

CHLOROPHYLL as a narcotic for the nerve 82, 243

CHOLINESTERASE 207

CHROMATIN, grains of, staining upon excitation of the cell 13

CHRONAXIMETRY 291

CHRONAXY, units of measuring of 291, 284, 289

dependence on the histological structure of the tissues 292, 303

method of measuring 303

with changes in temperature 319

as the threshold time of excitation 281, 293, 306

short-term threshold of excitability 281, 295, 292, 293, 316, 343
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in frog muscles, dependence on temperature 331

in pigeon nerves, dependence on temperature 329

in rat nerves 298, 305, 311, 327
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change with time, of, in vaseline oil 325

in frogs 297, 300, 308, 316, 318, 322, 325

changes in, by the action of alcohol 290, 297
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seasonal changes of its dependence on temperature 222
'b', prolonged excitability threshold (the base) 280, 289, 294, 292, 343
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on temperature 319
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rat muscles, dependence on temperature 332
frog muscles, dependence on temperature 331
mice of the leech 294
in pigeon nerves, dependence on temperature 329
rat nerves, 298, 309, 311, 327
dependence on temperature 327, 329
change of, with time of, in vaseline oil 325
frog nerve, 294, 297, 300, 308, 316, 318, 322, 323
change of, by the action of alcohol 290, 297
upon cutting the nerve 299
seasonal changes of temperature dependence of 322
'b', graphic determination of 288
of the human biceps 287
frog stomach 293, 294
calf muscle 294
of nerves and muscles of vertebrates 300
definition of 285
range of values of (0.5-1.0) 284, 285, 305, 339, 353
errors of graphical determination of 284
upon the action of various agents 289
of the sciatic nerve of the frog 308
of the frog heart 294
stability of, during changes in intensity-time curves 333
the incline factor of 283, 285, 293, 333
the physiological meaning of 285
CONSTANTS 'a' and 'b', independence of changes in 285, 333
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of Hoorweg 279, 283
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of excitability 281, 333
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as a local stable excitation 54, 62, 70, 74
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metabolism of 74, 75, 78
following action of acetylcholine 78, 94
of hydrostatic pressure 67, 75, 77, 78
of metabolic inhibitors 206
of potassium chloride 55
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CONTRACTION of muscle following the action of sodium chloride 64, 65, 273
after previous denervation 65, 273
high temperature 67
hydrochloric acid 68
chloral hydrate 78
ethyl alcohol 63
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during maintenance in Ringer's solution 74
specificity of, following the action of various agents 71
CONTRACTION of muscles (non-muscular), quantitative matter of determination 72, 73
local, dependence on voltage of stimulating current 220
of fibrocytes, as a local excitation 74
following the action of adrenaline 75
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rate of 74
ether 63, 64
upon maintenance in Ringer's solution 74
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by muscles during excitation 83
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in the nerve during a block 81
CREATININE, distribution coefficient K for muscle 132
Q for blood 131
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"CURRENTS OF ACTION", see Potential of action
"CURRENTS OF REST", see Potential of injury
CURVE of dependence of local reaction on intensity of stimulus 214
of the velocity of cellular narcosis on the concentration of the agent 56
caromico, of Hoorweg 308
absorption of aqueous solutions of dyes 21
of salt solutions of dyes 21
of threshold energy, minimal 339
of distribution of a substance between the cell and the medium 125, 160
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tensity-time of the biceps of the human arm 301
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of the frog stomach 294

d of the rat, effect of temperature on 332
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of the frog 298, 317, 318, 322, 333

intersection of, upon change of temperature 317, 318, 322, 329

seasonality of 322
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divergence of, for different organisms 285

complete equation of 284
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of the frog heart, intersection following effect of temperature 314
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tangent of slope of left-hand branch 284
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of the dependence of protein alteration on pH 221

of the magnitude of response on the intensity of excitation 221, 276, 278, 375
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in various functional states of the conducting fiber 238, 276

CYANIDES, effect on a concentration of potassium and sodium in nerve fibers 177

Cystein, blocking of SH-groups 27

Cytoplasm, staining with vital stains 13
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Dahlia violet, increase of excitability of muscles, by 273
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of muscles, irradiation, dependence on the thickness of the fiber 51

on the electric conductance of the medium 51

the electric mechanism of spreading of 51, 219

DECREASE of tissue stainability after excitation 101
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of conduction, apparent, upon narcotization of the nerve, 242, 260
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of the spreading impulse in the nerve of Anodonta 88

DENATURATION of proteins, see Proteins, denaturation of

DEPRESSION, cathodic, of Verigo 353, 355-359, 361, 363

Dextrin, effect on the volume of muscle, 115, 117
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molecular weight of 119

DIFFUSION, rate of 21, 132

across membranes 112
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effect on the potassium and sodium content of the nerve fiber, of 177

DISACCHARIDES, effect on the volume of egg cells of marine animals, of 117

permeation into erythrocytes, of 122

DISTRIBUTION coefficient Q of substances (adsorbed plus soluble) 123, 126, 128, 130, 169

K 128, 130, 161, 175

between the surrounding water and the water of the protoplasm 128, 167

graphic representation of 128
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"EFFECTIVE TIME" 305

Eggs of sea urchins, accumulation of phosphates in 156

precursors of carious 151

egg cell of marine animals, bound water content of 113

release of sodium when damaged 163

ELECTRO-ADSORPTION 141

Electrode differential 291

ELECTRODES, calomel 264

Capillary 303

short circuit of 347

nonpolarizing 185, 362

(DuBois-Reymond), their resistance 343

Polarization on 342, 343, 344

excitatory, destroying the current loops (on the oscillograms) 285

recording (location) 226

ELECTROLYTES, "asymmetry" of distribution between cell and medium 143, 151, 172

return into the protoplasm of the resting cell 150, 158

exit from isolated tissues 156

change in concentration on the electrodes 335

of the cell, adsorbed or chemically bound 166

liq ealized, dissolved in water of the protoplasm 156

firmly bound with the protoplasm 168

three different states of 166

direction of diffusion 167

distribution between cells and medium 160, 166

dependence on concentration in medium 166

solubility in protoplasm 166

bond with protoplasm proteins 151, 180

rate of penetration into cells 156

content of muscle sap 157

condition of in the protoplasm 150, 165, 167, 172
ELECTRONARCOSIS as cathodic parabiosis 240
ELECTROTONUS, physiological 263, 355, 356
of Pilger 354, 355, 356
physical 355, 356
ENERGY of stimulating current, of stabilization 236, 316, 319, 352
of current, value of 352
ENZYMES, activity, dependence on substrate concentration 134
dependence on soluble or bound state 175
EPITHELIUM, ciliary, metabolism of 80
of frog kidney, vital staining during action of audible sounds 38
EQUATION of Henry 128, 129, 175
for distribution of substances between coacervate and medium 171
of Langmuir for nonpolar absorption 128
of Nernst 346
ERROR of measurement, mean square of 34, 234, 318
ERYTHROCYTES, exit of potassium during hemolyis 153
irradiation of damage 50
of the cat, prevalence of sodium over potassium 153
distribution coefficient K for galactose 129
Q of glucose 123
dextrose 123
of water 123
Q of fermentable sugars 123
of the rabbit, amount of bound water 112
impermeability to glucose, sodium chloride and sodium sulphate 113
metabolism of potassium in a potassium medium 153
labeled potassium of the medium, rate of 145
sodium on a potassium medium 144
labeled sodium of the medium (rate of) 144
adsorption limit of the sugar 171
permeation of cations 145
sugar during arrest of glycolysis 123
permeability to electrolytes 144
concentration of sugars in various animals 123
ESERINE, effect on the potential of action 207
damage of muscles 208
suppression of cholinesterase 207, 208
ETHER, ethyl, effect on mouse pancreas 97
as a narcotic for the nerve 243
EXALTATION PHASE 84
(of excitability) of Vvedenskii 237
increase in excitability 244
EXCITABILITY, effect of a volley of impulses originating at the site of sectioning the nerve 312
of smooth and striated muscles 294
graphic illustration of (S-shaped curve) 238, 252, 278
biphasicity of change during narcosis 300
protracted excitability threshold, see Constant 'b'
dependence of, on duration of current pulses 356
on interelectrode distance 339
according to Rushton 348, 351
on threshold energy of stimulating current 350
change in region of anode of polarizing current 355, 358, 364, 366
of cathode of polarizing current 354, 355, 358, 362, 366
at poles, on breaking the current 356
under cathode of polarizing current, dependence on temperature 364
upon narcotization 241, 242, 244, 246, 300
measurement of 277
as a magnitude reciprocal to the threshold 278
quantitative evaluation of (by the square of the threshold voltage) 352
conversion of 277, 333
short-term threshold, see Constant 'a'
maximum of, within physiologically adequate time intervals 294
of muscles in the absence of calcium 224
of lime in man 301
of the cat, following effect of chemical agents 79
increase of, by the action of glycerol 263
by drying 263
independence from temperature (in region of physiologically adequate durations of stimulation), of 319, 330, 331
of the nerve, in vaseline oil 315, 316, 326
effect of temperature on 314
of the rat, changes in, after separation from the central nervous system 310, 311
maximum of (according to threshold energy) 333
upon the action of temperature, treated with monooiodoacetate 323
seasonal changes 322
heating 318
cooling 317
drying and swelling 315
decrease in, caused by calcium 263
of the toroise, during the action of temperature 324
decline of a single nerve fiber, independence on temperature of 315
of nerve centers 370
evaluation of, by threshold voltage of excitatory current 352
by threshold of spreading impulse 277
increase of, in the vicinity of a cut nerve 263
transition into nondecremental propagation 225
into rhythmic activity 225, 262, 264, 266, 270, 273, 276
after preliminary stimulation 45, 102
EXCITATION, nondecremental spread of 221
appearance of, at the cathode 335, 358, 368, 369
gradual, dependence on intensity of the stimulus 221, 237
decremental, spread of 221, 239
dependence of, on the voltage of the stimulating current 344
on the intensity of the stimulating current 344, 352
on the energy of the stimulating current 319, 334, 346, 347, 351, 352
on the amount of electricity 334, 347, 352
on the velocity of conduction on the electroconductivity of the medium 218
incremental spread of 221
of the cell 49, 95, 371, 373
excretion of potassium 163, 173, 205
excretion of phosphates 173
as a cyclic process 374
reversible, release of bound electrolytes 170
definition of the term 48, 371
the membrane theory of, see Theory of Excitation, membrane
local, value of, according to the area on the oscillogram 227
gradual dependence of, on the intensity of the stimulus 213, 229, 275, 276, 277
and its spread, general signs 212, 240, 372
similarity of physicochemical changes in the protoplasm, in 372
transition into a spreading one 213, 225
spread with decrement, of 214, 241
stable or parabiosis 212, 240
mechanism of appearance of isolated impulses 369
negativity of the stimulated sector of the conducting fiber 372
a solitary wave of 369
spreading 50, 238, 371
gradual theory of, see Theory of Excitation, gradual
law of autoregulation, see Law of autoregulation of spreading excitation
connection with local reaction 212, 225
similarities with parabiosis 240
S-shaped curve of dependence of magnitude of response of the conducting tissue on intensity of the electric stimulus, see Curve, S-shaped
phenomenon of summation 214
increase of upon cutting the nerve 307
of the heart under influence of narcotics 224
EXCITATION of the cell, reversibility of 13
threshold 28
above-peak potential 225
unipolar 291
FIBROBLASTS in cultures, contraction by the action of agents 72
FIBROCYTES, contraction upon excitation 72
effect of agents on 72, 73
FIXATION of cells with osmic acid 92, 99
according to Gomori 97
FLUORODINITROBENZINE (1:2:4), NB, 26
FORMALDEHYDE, preservation of the phase property of the protoplasm after fixation of cells in 210
FORMULA of Weis 279
of Nemest, for threshold current intensity 279, 280, 284, 335, 354
for phase potentials 152
of Hodgkin and Katz, for calculating the value of the potential of rest 202
of Hoorweg 279, 280, 289, 306, 315, 354
of Hoorweg-Weiss 280, 282–284, 295, 305, 335, 353
of Schliessl and Buschler 349
GALACTOSE, effect on the volume of muscle, of 115
development of the distribution coefficient of, on the concentration in the medium 126
distribution coefficient X of, for erythrocytes 129
molecular weight of 115
limit of absorption Aco of, in muscles 174
permeation into muscles 129, 174
into erythrocytes 119, 126, 129
distribution of, in the complex coacervate 159
between the muscles, adsorbed 129
dissolved 127
GANGLIA of mammals, stainability on excitation, biphasicity of 102
sympathetic, stainability under the influence of audible sounds 37
upon stimulation 88
spinal, vital staining of 58
stainability after cessation of excitation 92, 101
of the table, stainability upon stimulation (shock) 92
under the influence of audible sounds 37
of the rat, stainability during excitation 92
by a conditioned reflex 93
of the frog, stainability upon excitation 90, 91
dependence of, on the initial functional state 92
stainability upon the action of audible sounds (of maximal frequency) 38
GELATIN, dehydration by nonelectrolytes, of 119
GLANDS, stimulation, increase of sorption of a vital stain 97
GLAND, salivary, of the larva of the mosquito Chironomus 100
of the mouse, stainability under pressure 46
GLOBULIN, serum 18, 26
of egg white 18
GLOBULIN X, bond with potassium 152
GLUCOSE, effect on the volume of muscle 115
molecular weight of 219
permeation into the cell, of 178
rate of fermentation, of 135
GLYCEROL, effect on the rhythmic activity of nerves 268
of egg cells of marine animals 117
molecular weight of 119
GLYCOCEN 75, 76
of muscle, upon contraction 75
GLYCOLYSIS 80, 123
COLGI APPARATUS, polar location of, in the cell 177

415
GRANULE formation in cells 13, 32, 119
in muscles 32, 119
change of, upon excitation (biphasic) 13
as complex coacervation 32
GRANULES of dye in the living cell 13, 27, 32,
S3 j 141
deposition of in the cell, reversibility of 100
in the loops of the Golgi apparatus 32, 95, W O
of secretion, stability of 97
GRADIENT of diffusion of a narcotic 242, 249,
255, 259, 261
concentration 124, 146, 150, 155, 164, 167
GUAIACOL as a phase 182
GUM ARABIC, effect on the volume of muscles,
molecular weight of 118
HEAT resistance of tissues, dependence on the
heat resistance of their proteins 18
HEART, excitability of the automatic regulation
center of 224
effect of narcotics on 224
of frog, excitability with changes in tem­
perature 114
HENRY, law of, see Law of Henry
HEPARIN 24, 25
HEMOGLOBIN, homodromic reversibility of
denaturation by sodium salicylate 17
HIGH-ENERGY phosphorus-containing compounds 75
HYDROCHLORIC ACID, effect of on pancreas of
mice 97
increase of muscle excitability by 273
threshold concentration of, for narcotization
of muscles 66
HYDROGEN CHLORIDE 79
HYPERBOLIC dimensions (or the second constant
of the hyperbola) of Renquist,
Le deinen
and
Patviainen 300
HYPERTONICITY, effect on living cells, of 12
on the pancreas of mice 98
HYPOTONICITY, effect on living cells, of 12, 83
INCREMENT 214, 276
of the spreading impulse after emerging from the
narcotized nerve segment 252
INHIBITION of metabolism 57, 206
nonselective effect of 206
poisoning of the cell by 177
INVERTASE, activity of 135
IMPEDENCE of cells, upon stimulation 204
IMPULSES, a volley of, from traumatized area 312
centrifugal 275
IMPULSE, spreading, value of the peak of, in a
narcotized segment, graphic determination of 249,
256
decrement upon narcotization 242, 244, 247,
249, 254, 261
in above-peak excitation 225, 233, 236, 276
dispersion of velocities in the whole nerve 234
distance of mm with increment 235
duration of the rising peak 302
dependence of the value of the site of the
above-peak excitation 234
on the electroconductance of the medium 218
incremental rise 223, 235, 262, 276
mechanism of conduction along the fiber 217,
245, 276
relation of the value of, to the value of the
threshold impulse, see Safety Factor
regulation of the peak, protective value of 276
IMPULSE, solitary, origin of 370
determination of the value of, at the site of,
or in the vicinity of the site of excitation 226
jump of, to neighboring fibers 218
across a blocked segment 218
spreading 48, 213
automatic regulation of the magnitude of 225,
228, 235, 236, 276
noncremental conduction of 244, 251, 261
value of, graphical presentation (S-shaped
curve) 221, 278
determination of, from the area 226, 278
INHIBITION, cellular 374
IRRITABILITY 11, 15
appearance of, in the process of evolution 15
KIDNEY of mammals, phosphate metabolism,
in state of hypotonicity 83
LABELED atoms in studies of permeability 162
LAW of tissus 224, 300
as a characteristic of the velocity of processes 277
LACTIC ACID 75, 77
LACTIC ACID, of the muscle, during contraction 75
of the nerve, in a block 81
LACTOGLUKLON (ß) 26
LACTOSE, effect of, on the volume of muscles 115
in yeast cells, adsorption by the protoplasm 184
solubility constant K, of 136
adsorption limit Aco of, 134
molecular weight of 119
permeation of, into yeast cells, dependence on
the concentration in the medium 133
LATENT PERIOD 366
of paramecroids 17
LAW of "all or none" 77, 212, 214, 215, 229,
235, 237, 247, 275
for nerve and muscle fibers 213, 275, 373
of the heart 213
of Henry 127, 129, 132, 141, 155, 160, 163, 166
of an isolated conduction of an impulse 218
of constancy of threshold energy (of current) 354
of excitation (DuBois-Reymond) 278
of autoregulation of spreading excitation 297
LIMIT Aco in the Langmuir equation 128
graphic method of determination of 128
for muscles, series of substances 174
series of substances for muscles 129, 174
LITHIUM CHLORIDE, narcosis, paranecrosis and
stimulation of muscles 55
LIVER of mammals, phosphate metabolism under
hypotonic conditions 83
LOOP of polarizing current (interaction with the
testing current at the electrodes) 356, 358
of excitatory current, earth circuit 226, 230, 235,
266
bridge for reducing of 230
negative 227
positive 226
LUCIFERASE, effect of pressure on 47
MACRONUCLEUS of certain parasitic infusoria,
vital staining of 13
MACROPHAGES 72
MAGNESIUM, distribution coefficient K of, in
muscles 166, 175
distribution curve, between muscles and medium 182
binding by protoplasm protein 152
chloride, muscle narcosis 57
paranecrosis and stimulation of muscles 65
MECHANIC/NARCOSIS of Ebbeke 42, 47
MEMBRANE, cellular, selective "pumping in" of
substances 150, 154
selective permeability of 145
impermeability to anions 143, 145, 186
permeability to ions 143, 186, 189, 202
semipermeable, at the surface of cells 109, 109,
109, 120, 167, 172, 180, 279, 339, 339
METABOLISM of nonconducting tissues 80
of nerve upon stimulation 80
basal, of the cell 177
of phosphorus compounds of muscles during
contraction 75, 77
in tetanus 77
in toxins 77
METHIONINE, labeled 25, 27, 138
MITOCHONDRIA 178
MONOICOACETATE, effect on nerve excitability
of, as a function of temperature 323
potential of muscle damage 205
of the muscle 206
MONOSACCHARIDES, effect of, on the volume
of egg cells of marine animals 117
permeation of, into erythrocytes 122
MUSCLE, excitability after decompression 45
in the absence of calcium 273
stimulation, reversible decrease in volume 138
decrease in the amount of bound potassium 158
release of vital stain 139
MUSCLE, release of potassium in an isotonic
solution devoid of potassium 156
upon stimulation 158, 163
of calcium, into a medium devoid of calcium 157
of phosphates 148
of Tentholdea; potassium content of 164
dependence of the stainability of, on hydrostatic
pressure, biphasicity 102
exchange with potassium from the medium
146, 154
sodium from the medium 146, 154
excess of calcium in 111
irradiation of damage in isolated ones 51
dependency on the presence of calcium 51
of insect appendages 91
velocity of 51, 125, 139
in the lobster 191
electric mechanism of 51
amount of bound and free potassium in 152
contractions of, classification 53
under pressure 75
by the action of sodium chloride 64, 65
distribution coefficient of sugars in 129
of the frog, effect of temperature upon
excitability of 311
eexcitability of 279
denervated of 53
change in volume of 113, 113
anion and cation content of 143
killed, stainability 140
under pressure 48
under the influence of audible sounds 34
distribution of alanine (As and K) in 137
of Limulus 218
of mammals, denervated, stainability upon
acetylcholine contraction 94
swelling in hypotonic solutions 112
narcosis 56, 57, 58, 59, 60
metabolism during stimulation 80
stainability by neutral red diluted with
distilled water 128
under pressure 102
under the effect of sound of maximal fre-
quency 35
of audible sounds 33, 34
denervated, biphasicity 102
Na/Ca ratio 146
damage 51
action potential, value of 200
potential of injury, value of 197, 199, 200
loss of water in hypotonic solutions 112
adsorption limit of alanine 137, 174
arabinose 129, 174
galactose 129, 174
potassium 153, 174
creatinine 132, 174
magnesium 174
sodium 174
sucrose 129, 174
phenol red 174, 141
penetration of sugars in 170
permeability to ions 146
to nonelectrolytes 132
dimensions of the intercellular space 147
distribution of sodium and chloride between
muscles and medium 161
of dyes between muscles and medium 139
rhythmic activity upon increase in excitability 36, 275
decrease in excitability after sectioning 190, 193
damage, lack of irradiation of 152
of muscles, of the frog, irradiation of damage 191
decrease in potential after sectioning 190, 193
rhythmic activity upon decrease in injury potential after sectioning 190, 193
decrease in excitability upon irradiation of 192
damage, of the nerve, of the frog, irradiation of damage 191
decrease in potential after sectioning 190, 193
intensification of stainability upon stimulation 93
water content in living 134
potassium content of 163
in three fractions (states) 154, 163
sodium content of 154
in three fractions 154
contraction of, upon the action of audible sounds 36
dependence of on intensity (decibel) 37
upon increase of hydrostatic pressure 42
metabolism, upon stimulation 157
human, determination of excitability of 291, 301
threshold of electric stimulation 279
embryonic, acetylcholine contraction of 94
MUSCLE fibers, single (of the tetanic bundle of m. tibialis lateralis) of the frog 94, 350
S-shaped curve of (gradual dependence) 375
permeability of 147
to electrolytes 145
MUSCLE sap, electrolyte content of 187
MYOALBUMIN, bound with potassium of 152
MYOGEN, bond with potassium of 152
MYOSIN, gel, binding of potassium, by native and denatured ones 152, 153
of rabbit, temperature of denaturation 18
of frog, temperature of denaturation 18
splitting off of potassium, upon denaturation of IS2
bond with potassium, of IS2, 204
calcium 152
magnesium 152
nesmyric properties of 211
MYOSIN fibers, denaturation of 22
binding of dyes by 22
NARCOSES of a fiber, changes in excitability,
graphic representation of (S-shaped curve) 240, 244
increase in threshold of 240, 257
phases of 241, 244, 249, 253, 255, 256
recovery from, phase of increased excitability 244
biphasicity of change in excitability 300
decrement of conduction in single nerve fiber 260
of potassium chloride 152
of magnesium chloride 152
of sodium chloride 64
elevated temperatures 67
hydrochloric acid 66
ethanol alcohol 60, 61
ather 63
reversibility 63
increase of survival time, In subthreshold concentrations of the agent 61
threshold concentration of the agent 57, 65
of muscle 51, 55
at refractivity of local stable excitation 70
definition of 70
of nerve, biochemical shifts in 81, 82
restoration of nondecremental conduction, development with time 259
by the action of high temperature 248
of mechanical pressure 248, 261
decrement of Impulse conduction by 247, 248, 249
development with time 255, 256
total 242, 256, 259
carbohydrate-phosphorus metabolism 81
determination of depth of narcosis from the time of maintenance of conduction through the segment 256
graphic method of (S-shaped curve) 256
conduction, according to scheme of Davis, Forbes, Brunswick and Hopkins 262
conduction, according to scheme of Kato, 248, 249, 256
decrease in amplitude of spreading impulses 259
NARCOTIZATION of nerve, dependence of time on length of the segment 248, 250, 251
stage of absolute refractivity 241, 244
of relative refractivity 241, 244
of increased excitability 244
NARCOTIC, effect on living cells 15
reversibility of paranecrosis 25
penetration into erythrocytes 125
NECROSIS, as indication of irreversible injury 14
NERVE of Anodonta, decrementation in staining upon excitation 88, 89
threshold of 279
nonmedullated, of the crab Hyahtes coarctatus 349
of Maia 340, 348
excitability of, changes in a moist chamber, under the influence of temperature 315
stimulation of, release of potassium 158
propagation of spreading impulses 234
change in volume in solutions of salts, acids and alkalis 113
measurements of excitability, direct (from the value of the local electric reaction) 277
isolated, release of electrolytes by 156
of the crab, increased staining affinity upon stimulation 88, 89
of the rat, change in excitability with immersion in vaseline oil 326
Intensity-time curves of 298, 299
reversibility of temperature changes of excitability 327
of the frog, release of electrolytes 156
anion and cation content of 143
local electric reaction 213
multiple response upon closing and breaking of circuit of constant current 263
mediated, enhancement of stainability upon stimulation 88, 89
uniting of 276
metabolism upon stimulation 80
of the lake frog Rana ridibunda 294
prevalence of cations over anions 191
injury potential in the moist chamber and in Ringer's solution 125
decrease in, after cutting 190, 193, 194
value of action potential exceeding that of injury potential 200, 201
rhythmic activity on increase in excitability 225
saltic of the frog, excitability constant 287
resistance of, to various agents 352
of the tortoise (Emys orbicularis) 324
NERVE branches, terminal 273
motor endings of frog muscles, staining affinity during excitation 93
NERVE fiber of invertebrates, decremental spread of excitation in 222
giant, of cephalopod mollusks, effect of metabolic inhibitors on 177
permeability of to electrolytes 169
of the squid, dependence of the velocity of impulse conduction on the electroconductance of the medium 219
excess of cations in 151
ion content of 149
of mollusks, survival in vitro 155
single, of Panulirus 245
of the earthworm (Lumbricus terrestris) 245
of the squid, decrement of impulse 285
injury potential and action potential 283
of the worm Monophas 245
of the crab, survival in vitro 155
conduction of excitation 219, 252
single, excitability, independence of temperature 215
decrement of conduction during narcosis 254, 260
of the squid, S-shaped curve of dependence of response on excitation 221, 275
of the crab Carcinus 349
fins anasag 272
rhythmic activity of 272
velocity of impulses conduction in sea-water 215
in paraffin oil 219
damage of, lack of irradiation 122
NEURON 274
NONELECTROLYTES, dehydration curves for living and killed muscles 116, 115
penetration into the cell 119, 121, 122, 132
distribution between cell and medium 134, 141, 160
NOVOCAIN, effect of, on vital staining of tissues 72
threshold concentration for contraction of fibrocytes 72
NUCLEOSIDE, changes in staining upon excitation 13
NUCLEUS of fibrocytes, rounding of during contraction of cells 74
lack of structure when viewed in dark field before action of stimulus 12
staining with vital stains 13, 27
appearance of structures upon excitation 12, 92
membrane 13
ORTHOPHOSPHATE, penetration into cells of 156
OSCILLOGRAM, determination of the value of the spreading impulse 228
sorption of dye upon excitation 13, 138
PANCREAS of mice, stimulation (depletion) upon excitation 96, 97
stainability of, under pressure 46
of fed mice, intensification of staining of 96, 97
PARANECROSIS, analogy to the inductive activity of propagating excitation 240
as a local reaction 11, 14, 74, 214
local stable excitation 79, 212
stationary excitation wave 240
of the muscle 70
of the car muscle, metabolism during 78
phases of 78, 79
of the nerve, sign of 240
prodromal stage of 208
hyperexcitation, stage of 103
PARANECROSIS 11, 14, 17-19, 27, 49, 52, 55, 61, 100, 174, 212
gradually of 27, 215
of gland cells of the pancreas 99, 100
as cellular excitation 49
as local excitation 84
reversible alteration 49, 71
reversible damage 49, 71
reversible condition of the cell during excitation 14, 15, 371
reaction of living matter to external influences 14, 15, 49
stimulus of biochemical reactions 84
of pancreas cells upon the action of novocaine 72
quantitative method of colorimetric determination of 27
of nerve cells, upon the action of novocaine 72
of fibroblasts upon the action of novocaine 72
of the epithelium of kidney tubuli, upon the action of novocaine 72
nonspecificity of the protoplasm response to various agents 15
of the mouse pancreas, excitation of pronoygen granules 99
in asphyxia 15, 206
upon the action of physiologically adequate stimuli 90

signs of 84

specificity of action of agents (stimuli) 15

FARTHENOGENESIS (artificial), as cell stimulation 48

PENDULUM of Helmholz 362

PERMEABILITY, cellular 174, 372

direct method of study 121, 122, 126, 144

PERMEABILITY THEORY, see Theory of Permeability

PHASE of decrease in staining affinity 103

PHENAMINE 79

PHENOL, effect on the rheobase and chronaxy of the frog nerve 300

as a phase 182

PHENOL RED, coefficient of distribution in muscles K 175

absorption limit 174

PHOSPHATE, return into the protoplasm of a resting cell 14, 173

exit from cells 12, 148, 158, 173

of nonconducting tissues of mammals during hypotonia 83

of muscles, metabolism during contraction 78

inorganic, penetration into heart muscle of the dog 148

metabolism during parabiosis 79

relation to proteins of the protoplasm 158

PHOSPHOCREATINE of muscle upon contraction 75

PHOSPHORUS, concentration in muscles during contraction 77

of the nerve during a block 81

PLASMA, blood, Na/Cl ratio 146

PLASMOLOGY of plant cells 110, 111, 132

POLYSACCHARIDES, penetration into erythrocytes 122

POTASSIUM in muscles, exchange with potassium from the medium 153

rate of 155

3 fractions of 154, 155, 163, 164

in crab and lobster nerves 166

cr of a frog, seasonal dependence 155

c of erythrocytes of different animals, exchange for the potassium of the medium 145, 153

t reintroduction into the protoplasm of the resting cell 14, 158, 173

e xit from cells 13, 144, 163, 173

from muscles upon stimulation 163

velocity of 146

from the nerve 158

diffusion of, into cuttlefish fibers, rate of 150

iodide, distribution of, between a simple coacervate and the liquid at equilibrium 169

concentration of in the cell 163, 164

distribution coefficient K of, in muscles 163, 178

distribution curve, for muscles 163

for the nerve 165

exchange with sodium in erythrocytes 144

permeation of, into muscle fibers 146

into Tetrodotoxin muscles 147, 154

into erythrocytes 144

binding of, by protoplasm proteins 152, 158, 163, 211

content of, in the giant nerve fibers of the squid 149

chemical bond with the protoplasm 151

phases of decrease in staining affinity 103

for contraction of fibrocytes 73

POTENTIAL, bioelectric, the dependence of on the metabolism of the cell 205, 207

of action, increase with increment 222, 225

local, decremental spreading 235

exceeding in value the potential of damage 200, 201

artifactual decrement of the constancy of the peak magnitude 222, 225

diffusion 183, 198

during stimulation of the cell 186

carrier, in the formation of salt potentials 184

cation series 185

formulas of the value of emf 184

concentration 210

local, value of (determined by the area) 228

exceeding in value the spreading potential 229, 237

of above-peak excitations 229

of a muscle mince 187

redox 209

intracellular 210

of infusoria 210

of injury, value of, the formula of Hodgkin and Katz 202

effect of salts on the negativity of the site of cutting of muscle 189

effect of electrolytes 189

dependence on the washing out of electrolytes from the wound 193, 195, 199

on the method of cutting 199

(os curent of rest) 51, 184

as a salt potential 185

site of origin (of the jump) in the cell 185, 187, 188, 189, 195

of the muscle, rate of appearance of 196

effect of temperature on 187, 188

initial increase in 196, 197, 199

upon cutting from both ends 198

fixed in formalin 210

e of a nerve, effect of temperature on 188

decrease with time 190, 191, 198

in anoxic state of the nerve 205

following effect of metabolic inhibitors 205
increase in the sorptional properties of 16, 19, 21, 25
appearance of amino-groups 26
refrigeence of 25
disulfide groups of 26
isofe groups of 26
carboxyl groups of 26
sulfhydryl groups of 26
phenol groups of 26
under the influence of hydrostatic pressure 47
features of, in vitro (similarity to paranecrosis) 16
by x-rays 24
binding of heparin by, 24, 25
of dyes, by 15, 16, 21, 22, 26, 27, 32
of labeled methionine, by 24, 25
by sound waves 33
by heat 18-20, 22, 23
by ultraviolet irradiation 20, 24
by ethyl alcohol 20, 24
of the muscle, change of solubility of, during contraction 77
of the triphenyl methyl group 22
of horse blood serum 19-21
PROTEIN-SALT COMPLEX, decomposition during denaturation of 211
PROTEINS, agents causing denaturation of 16
effect of, on the absorption spectrum of main solutions ("effect of correction") 21
denaturation of, by actetone 20
the graduality of, 26, 28
change in the configuration of the molecules 25
covalent band with dye 22
by urea, homodromic reversibility 17
disturbance of the process of conservation of the dye 32
nonspecificity of 16
reversibility of 17, 18, 48
release of sulfhydryl groups of 23
increase of sorptional properties of proteins upon excitation 27
phase properties, loss of, upon damage and stimulation 180

PROTRACTED threshold, see Constant "b"

PROZYMOCEN 96, 97, 98

QUININE HYDROCHLORIDE, effect on narcosis, paranecrosis and stimulation of muscles 66
RADIATION, ultraviolet or far-red, reversibility of paranecrosis 15

RADIOACTIVITY, specific, method of determination 153
REACTON, local, electric, of the nerve 213
spreading of, with decrement 238, 276
of the medium (pH) 13, 29

REDOX POTENTIAL 28
REFRACTIVITY 53, 67, 74, 83, 224, 245, 257, 259, 261
absolute, upon decremental conduction 239
of stimulation, in formation 357
and cardiac depression 360

REFRACTORY PHASE, absolute, upon spread of excitation 237, 276
relative, upon spread of excitation 237, 241, 276
RANVIER'S nodes 188, 190, 201, 217, 218

RESISTANCE of the protoplasm, increase in after excitation 101
RESORCIN, distribution between the simple coacervate and the liquid at equilibrium 169
REVERSIBILITY of signs of excitation of protoplasm 15
of protein denaturation, heterodromic 17
homodromic 17
RHEOCASE (Lapicque) 295
see Constant "b"

change of, upon sectioning of the nerve 106
RUBEIDUM CHLORIDE, narcosis, and in effect upon paranecrosis and stimulation of muscles 66
RULL of Amel-Schulz 55, 69, 70
of constancy of the threshold energy of current 338
RHYTHM of automatic activity, dependence on excitability 224

RHYTHMIC activity of fibers, duration of wave 269, 270, 271
of denervated muscles 273
duration of wave 265
of muscle fibers of the frog 272
of muscles, appearance on increase in excitability 224
following action of calcium-precipitating agents 224, 258
dehydrating agents 224, 258
on isolated nerve fibers of the crab 272
of a nerve, synchronization of excitation cycles of the fibers 265, 276
of the rhythm of fibers, on electric excitation 287, 272, 276
appearance of, upon increase in excitability 262, 265, 271, 275, 370
during recovery from narcotics 262
during recovery from narcosis 262
during recovery from narcosis 262
during recovery from narcotics 262
during recovery from narcotics 262
of nerve endings of receptors 273
centers 274
of conducting fibers, relationship to increase in excitability 263
of the retractor of the worm Prisculus caudatus 272
of the heart, dependence on excitability 224
spontaneous, upon increase in excitability 262

SAFETY FACTOR 241
SERIES of Heber for cations and anions 189
SERIES of substances, according to the intensity of dehydration of muscles 115, 119
of killed muscles 119
of egg cells of marine animals 118
of non-electrolytes, according to the intensity of dehydration by isomolar concentrations 113, 117
permeability (O
ton) 108, 109, 114
of salts, by their action on the salt potential of the coacervate 183
of the muscle 180

SIGNIFICANCE, statistical, of the result 28
SHOCK, experimental (Cannon's method) 91
SHUNT 287, 334, 362
SODIUM AZIDE 79
bicarbonate 79
citrate, effect on nerve excitability 265, 267
rhythmic activity of nerve, caused by 267
SALICYLATE, denaturation of hemoglobin by 17
cyanide, effect of, on injury potential of muscles 265
citrate, rhythmic activity of nerve caused by 268
increase in muscle excitability 267, 273
SODIUM BROMIDE, narcosis, paranecrosis and stimulation of muscles 66
in muscles, three fractions 154
exit from muscles, rate of 146, 154
in erythrocytes 144
diffusion of, in cuttle-fish fibers, rate of 150
hydroxide 79
effect of, on the mouse pancreas 97
distribution coefficient K for muscles 161, 175
citrate, rhythmic activity of nerve caused by 268
increase in muscle excitability 267, 273
in muscles, three fractions 154
exit from muscles, rate of 146, 154
in erythrocytes 144
diffusion of, in cuttle-fish fibers, rate of 150
hydroxide 79
effect of, on the mouse pancreas 97
distribution coefficient K for muscles 161, 175

dehydration of muscles 115, 119
of egg cells of marine animals 118
of non-electrolytes, according to the intensity of dehydration by isomolar concentrations 113, 117
permeability (O
ton) 108, 109, 114
of salts, by their action on the salt potential of the coacervate 183
of the muscle 180

SIGNIFICANCE, statistical, of the result 28
SHOCK, experimental (Cannon's method) 91
SHUNT 287, 334, 362
SODIUM AZIDE 79
bicarbonate 79
citrate, effect on nerve excitability 265, 267
rhythmic activity of nerve, caused by 267
SALICYLATE, denaturation of hemoglobin by 17
cyanide, effect of, on injury potential of muscles 265
citrate, rhythmic activity of nerve caused by 268
increase in muscle excitability 267, 273
SODIUM BROMIDE, narcosis, paranecrosis and stimulation of muscles 66
in muscles, three fractions 154
exit from muscles, rate of 146, 154
in erythrocytes 144
diffusion of, in cuttle-fish fibers, rate of 150
hydroxide 79
effect of, on the mouse pancreas 97
distribution coefficient K for muscles 161, 175
of muscles, exchange with the medium, rate of 154
equation of 154
exchange with potassium in erythrocytes 144
penetration into cells 15, 146, 167, 189
into muscle fibers 146, 158
into muscles of warm-blooded animals 146, 158
into erythrocytes 144
bond with the protoplasm of egg cells 163
with proteins in muscle fibers 162, 163
ribosel, narcosis, paranecrosis and stimulation of muscles 96
increase of excitability of muscles 273
content of in giant nerve fibers of squid 149
of muscle, in three fractions 154
fluoride, effect on muscles 206
chemical bond with the protoplasm 151
chloride, causing rhythmic activity of the nerve 268
effect on the mouse pancreas 98
on the negativity of the cell surface 189
threshold concentration of, for cell narcosis (muscles) 64, 65
SOLUBILITY of substances in dispersal state in protoplasm 127
SOLUTION, isomolar 118, 180
isotonic 120, 121
Sorption of vital stains 16, 28, 29, 61, 64, 85, 141
acid 29, 141
basic 29, 138, 141
phase of decrease 44, 45, 47, 102
of stain by gland cells, increase in staining affinity with secretion 98
enhancement by killing the cells 140
SOUNDS, audible, effect on proteins, of 33
don muscle 33-36, 66
on protoplasm 16, 32, 34, 36, 39
as a cell irritant 12, 16, 32
mechanism of action of, on the protoplasm 39
SPERMATOZOA, suspension, vital staining of 30
metabolism of 80
STAIN, brilliant cresyl blue 20
in the cell, diffuse, upon excitation 12
indigo carmine 94
congo red 21, 23, 26, 25
crystal violet 21
malachite green 21
methylene blue 19, 20, 23, 28, 31, 79, 88, 93, 193
transition of, to the leucosome 28, 210
methyl violet 23
neutral red 23, 28, 29, 35, 36, 43, 46, 72, 83, 88, 89, 91-94, 96, 97, 99, 100, 139, 208
toxicity of 29
Nile blue 21, 23
rhodamine 139
toluidine blue 20
trypan blue 20, 73
phenol red 29, 35, 48, 46, 93, 139, 141, 142
cytochrome 20, 23, 29, 33, 35, 88, 92, 94
James green 72
STAINING affinity of ganglia of mammals, biphasicity upon excitation by induction current through the nerve 92
of muscles, biphasicity upon denervation 102
under the influence of rise in temperature 67
of hydrochloric acid 66
upon narcosis by potassium chloride 65
sodium chloride 68
hydrochloric acid 66
differences in intensity of, in tetanus and in toms 95
of nerve tissue, upon conditioned reflex 19
excitation 98
of protoplasm, biphasicity under the action of pressure 44, 45, 102
decrease in 31, 44, 45, 52, 101, 103
STAINING, vital, quantitative method of 28, 31, 33, 38, 42, 53
reversibility of 31, 141
of the mouse brain 92
of the mouse pancreas, intensification upon stimulation 88, 97
of tissue by acid dyes 29, 32
by basic dyes 29, 32
STAINS, vital 13
increase in binding of by the protoplasm upon excitation of the cell 13, 28-32, 89-96
diffusion of, into gelatin from a mixture with proteins 21
carbonyl, transformation of 22
acid 13, 20, 29, 32, 33, 38, 88, 94, 139, 142
distribution coefficient K of 141, 161
lack of granule formation of 32, 139
basic 13, 20, 29, 33, 38, 139, 142
penetration into the cell of 30, 138, 141
distribution between muscles and medium 139, 141
solubility in lipids 138
sensitivity of, according to the binding capacity for proteins 22
diffusion rate of, into tissues 29
absorption spectrum of, in solution 21, 24
of the triphenylmethane group 21, 22
three forms of existence in the protoplasm 142
extraction of, by acidified alcohol 28, 140
STIMULATION, subthreshold 214
STIMULUS, electrical (see Excitation)
"STRUCTURAL ENERGY" 211
SUBORDINATION, mechanism of 314
according to Lapicque 305, 312, 313
differences in coldblooded and warmblooded animals 313
SUCROSE, effect of, on the volume of muscles 115
isotonic solution and frog muscles 115
SUCROSE distribution between the complex concentrate and medium 169, 170
molecules and the medium 129
molecular weight of 119
adsorption limit A∞ in muscles 174
SUGAR, penetration into the cell, dependence on concentration in the medium 133, 170
content of in erythrocytes, depending on concentration in the medium 129
SUGARS, nonfermentable, penetration into yeasts 133, 134
into muscles 125
into erythrocytes 123
penetration into muscles 124
into erythrocytes 123
SUSPENSIONS of tissues (cells) 80, 121
TAXIS, various types of 69
TEMPERATURE, effect on excitability, and dependence on conditions of excitation 314
of frog nerve 317, 318
method of measurement 315
of cold-blooded animals 314, 325
of the tortoise 324
of frog heart 314
electroconductivity of nerve 318
increased, effect on the mouse pancreas 98
reversibility of paranecrosis 15
TETANUS 42, 53, 77
closing and opening, in the vicinity of a cross-section 263
as a series of contractions 77
effect of sodium chloride on the nerve 263
of drying of the nerve 263
metabolism during 75, 77

THEORY of bioelectric potentials of Beutner 179
of Hermann 187
of Danielli 203
membrane 179, 181, 186, 197, 200, 215, 236
of Nachman 207, 209
oxidative-reductive 209
phase 179, 180, 188, 211

of excitation, protein 257, 372
gradual 255, 258, 276, 277, 373
graphic illustration of 222
and damage, denaturation (Nasonov and Aleksandrov) 77, 90, 176
condensation (Chagovets, Hill, Ebbecke) 286
concentration of Nernst 286
membrane 104, 256, 372
of Segal 221
"selective pump mechanisms" or the "pump" theory 150, 176, 177
condensation (Hermann, Chagovets, Lapthioque, Ebbecke, Hill and others) 335, 338, 339
concentration of Nernst 335, 339
of the lipoprotein complex of Lepeshkin 167
of "small currents", propagation of stimuli, of Hermann 216, 217, 221, 249, 369
of muscle contraction of Szent Gyorgyi 152
of the "sodium pump" of Hodgkin 151, 153, 173
of transmission of excitation 207
of potential of damage of Chagovets 185
of conduction, gradual 275
electric 219
of permeability of Hofe 106
lipid 106
of Landegard and Crogg 108, 109, 173
membrane 104, 121, 135, 139, 143, 145, 148, 172, 173
mosaic 107
of Rosenberg and Wilbrand 105, 173
osmotic 105, 121, 158, 173, 176, 177, 178
of excitation, denaturation 15, 18, 33, 39
of spread of excitation of Hermann (see theory of small currents)
gradual 216
resonance (sound) of Helmholtz 41
of the "steve" 145
structure of protoplasm of Fischer and Zar 167
of phase potentials of Nernst 151
of the electric mechanism of spread of damage (Rothschuh) 52

THERMONARCOSIS 67
THIOL POISONS 57

THRESHOLD of automatic activity 271, 274
value of, graphic representation (S-shaped curve) 223, 278
of excitability, protected (see Constant 'b')
dependence on Interelectrode distance 339-341, 343, 351
to induction shocks from DuBois-Reymond coil 263
short-term (see Constant 'a')
decrease in, after disconnecting methods of polarizing current 358, 365
decrease in, after closing circuit of cathode of polarizing current 358, 359, 361, 362, 363, 365
decrease in, after closing the circuit of the mode of polarizing current 365
of excitation, dependence on the amount of electricity 324
on voltage of stimulating current 334
on intensity of stimulating current 334, 344
of a single muscle fiber, dependence on energy of stimulating current 351
upon "instanton" of current 359
dependence of value on changes in intensity of current 279
on the time of passage of current 279
measurement of, with a galvanometer in microamperes (Rushton) 334
of narcotization (of a narcotic effect) 57, 61, 64, 65
dependence of value on changes in intensity of current 279
of damage 54
of spreading excitation 200, 276

THRESHOLD of spreading impulse as a criterion of excitability 277
of contraction of fibrocytes 73

THRESHOLD time of excitation (see Constant 'a')
amount of electricity (Q) 335
voltage, for human skin 278
dependence of, on external resistance of the circuit 343-345, 347, 351
of spreading excitation 200, 276
dependence of, on external resistance of the nerve 347
time on action of the stimulating current 278
of spreading excitation 342, 344, 345

TIME of stimulation according to Lucas 295
TITRATION, electrometric 27
TISSUES, nonconducting, metabolism of 80
TONOPLAST of plant cells 110, 132
TONUS of constrictor muscles of shell of molluscs 53
TONUS-LIKE contraction, method of obtaining in a muscle (according to Zhukov) 78
TROPISMS, types of 49

TRYPSIN, heated denaturation, reversibility
homodromic 17

UREA, effect of, on the volume of muscles 115
protein denaturation by 17, 131
distribution coefficient Q, of 130
molecular weight of 119
penetration into the cell, of 129

URETHANE, effect on the frog nerve 300

VACUOLE of plant cells, changes in volume
of 110, 111
accumulation of substances in 132

VERONAL, distribution in the blood of 125

VITAL stains, see Stains, vital

VISCOSITY of protoplasm, changes on
excitation, of 12, 90

"VITIDI", see Theory of the lipoprotein
complex of Lepeshkin

WATER, excretion of, from protoplasm 119
of coacervate systems 127, 168, 171
bound, of the coacervate 168
of the protoplasm 112, 113, 122, 168

YEAST CELLS, solubility constant K of lactose 134
distribution of chlorine in 160